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Abstract'

A comprehensiire investigation of the'Tﬁmpi' éffeét has revealed a ﬁumbcr of iinportant
new properties of this phenomenon. The Trimpi effect consists of transient perturbations,
caused by lightning, in the amplitﬁde or phase of VLF (3-30kHz) and LF
(30 - 300 kHz) radio signals proﬁagating in the earth- ionospheré" wavéguidé. ‘This |
research involved the design and development of a new, fast responding, phase sensitive,
VLF reéeiver and the depl’ojrmcnt of this receiver at several sites to collect an extensive
set of data on the Trimpi effect. This data set consists of simultaneous amplitude and

phase mea.;urements on four different sigm'xl' paths to Stanford University, and four signal N

paths to Palmer Station, Antarcrica.

The new properties that were identified can be summarized as follows. Although both .'
amplitude increases (enhancement) and decreases (attenuation) are ”possib!c, specific
paths have specific distributions in event polarity. The NPM transmitter (Hawaii) to
Palmer and NLK transmitter (Washington) to Stanford paths exhibit almost exclusively
attenuation while the NLK to Palmer path has an equally strong tendency toward
enhancement. Most of the other paths show tendencies toward either enhancement or
attenuation, but not as strongly. Only the NSS transmitter (Maryland) to Stanford path is
evenly distributcd between enhancement and attenuation. The polarity distribution of
phase events is different. With the exception of the 48.5 kHz transmitter (Nebraska) to
Stanford path, all other sighal paths exhibit a strong tendency toward phase advancement;
phase retardation does occur but is not common on these paths. The range of event
magnitude, both amplitude and phase, also va_rics from path to path, but is fairly constant
for a given path. The magnitudes of simultaneous changes in amplitude and phase on 2
given signal are only weakly correlated, and even the time signatures (onset and

recovery) of the event amplitude and phase are often independent. While events occur




with no amplitude change (AA < 0.1 dB) or no phase change (8¢ < 0.5"), the occurrence
rates of such events vary with path. Half of the events observed at Stanford had no

measurable phase change, while less than 20% of the Palmer events did.

These path dependent properties do not fit simplified models of subionospheric
propagation, but agree better with computer ni_pdels of the earth - ionosphere waveguide.

These new properl:ies can be used to guide the fm_-ﬂwr deveiopmcnt of these models, and

thus enhance the understandmg of subjonospheric: propagauon” The range of: possible
event magnitudes and the relative mdependcnce of amphmdc and phase changes suggest
that a detailed understanding of the profile of the pcnnrpg_q ionization versus al_qtg:dc in
the ionosphere is ncécssary in order to accurately model the Trimpi effect. The observed
difference between Stanford paths and Palmer paths is not jrct undcfstood. Several
interesting differences between these paths have been identified, but both more data and

more modelling are required before this new result can be explained.
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Chapter 1 - Introductign o

In 1963, while conducung research in Upper atmospheric physics, Michael Trimpi, a
Stanford engineer at Eights Station Antarcuca, discovered a surpnsmg correlation
between whistlers and changes in the amplitude of sublonosphenc radio signals.
Whistlers are lightning - generated radio unpulses that propagate, along magnenc field
lines, through the magnetosphere (the rareﬁed fully 1omzcd outermost part of the
atmosphere). The subxonoSphenc md:o s1gnals are. man made signals propagating
between the earth's surface and the lower bounda.ry of the 1onOSphere (the portion of the
- amosphere where ion and electron concentrations are large enough to affect radio
propagation). These are both very low frequency radio signals propagating from the
northern hemisphere to the southern, but along very deferent paths through different
parts of the atmosphere, and yet changes in the amphtude of the sublonosphenc signals
were simultaneous wnh the recepuon of mdmdual whistlers, An example of Trimpi's
original data appears in Fxgurel 1, where a strong whistler oceurs comczdent with a
sharp increase (64% in 2 sec) in the strength of the pulses recexved from the NSS
transmitter (22.3 kHz) located at Annapohs, Maryland .

After analysls of one month of data mcludmg approx:mately 100 events, additional
. Supporting data were collected, and the findmg was published along with a descnpuon of
- a possible mechamsm [Helhwell et al 1973] The phys:cal basis and the background for
this mechamsm, as well as the. telmmology used are. explamed in detaxl in Chapter 2, but

can be summarized as follows
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Figure 1-1 First Observations of the Trimpi Effect. The top panel illustrates the
different paths followed by the whistler wave (along the magnetic field) and the NSS
signal (subionospheric). The middle panel contains a spectrogram, with frequency along
the vertical axis and time along the horizontal, Darkness represents signal intensity, S0
whistiers appear as dark, near - vertical, streaks, curving toward the lower right, since
lower frequencies arrive later. The bottom panel contains a "narrowband - relative -
amplimde measurement (a linear scale in arbitrary units), centered on the NSS transmitier
(Annapolis, Maryland) ﬁequmcyofzz.‘.’ckﬂz. In 1963 when this recording was made,
the transmitter was pulsed on and off, so the vertical spikes in the amplitude indicate the
transmitter signal. There is a clear increase in the NSS signal strength, coincident witha -
group of strong whistlers inthespectl'ogram.Thcsedatawercreca'dedatEighls Station,
Antarctica on 4 October 1963, at about 00:50 UT. A



1.1 Mechanism of the Trimpi Effect

In addition to the commonly observed ﬂashes”of light, lightning discharges generate |
radio impulses throughout the electromagnetic spectrum. A fraction of the radio energy | |
in the VLF (Very Low Frequency, 3 - 30 kHz [DeRosa, 1968]) range and below can
penetrate through the ionos_pherc into the magnétosphere,_ and can propagate in “ducts” of |
enhanced ionizatio.n, along magnetic field lines, from hemisphere to hemisphere'
However, due to the dielectric properties of the magnetosphere at VLF frequencies, onIy_
", one mode of field aligned propagation, right hand circular polarization, is supported, and
speed of propagation is a function of frequency. As a result, the lightning - generatgd_ -
radio impulses are dispersed into whistlers, with lower frequencies usually arriving'l_a:tc_r- .

than higher frequencies [Helliwell, 1965].

The magnetosphere is also populated with high energy electrons constrained to travel, in

a spiraling motion, along the magnetic ﬁcld_ lines, mirroring, or reversing direction, near

the ends of the field lines [Roederer, 1970). Under the right conditions this gyrating
motion of the electrons can match the spiral motion of the fields from the whistler waves,
allowing a resonant interaction to occur. In this interaction, the wave can alter the energy

and momentum of the electrons, changing the altitude at which they mirror and

sometimes resulting in their penetration into the ionosphere. As they enter the

incrcasingly dense ionosphere, these electrons dissipate their high energy by colliding .
~ with and jonizing heavy neutral atoms. The result of this “clectron precipitation” is a

temporary localized increase in the ion and electron concentration of the ionosphere,

" VLF radio communicatiop_,_signals can be received over lc - distances because they
propagate in the carth - ionosphere waveguide, where the radio signals are guided by the

mﬂecﬁvc surfaces of the earth a_nd the lower ionpsphere. Since this propagation is



dependent upon the electrical properties of the ionosphcfc, localized perturbaﬁoﬂs in the
Jower ionosphere can cause decreases Or increases in the amplitude or phase of the

received signals.

This ﬁiéciianism involves both whistler - electron interactions in the :hﬁgnetospherc and
ionization and pmpagaﬁon effects in the i'onoéphere, so the measurement of the Tnmp:
effect and its analysis is a potentially powerful tool for smdying both the ionosphere and |
the tﬁagnctosphérc. using only grdund - based ins_&uméntél In addition, the Tnmpl "effect.
is a jahenomenon in which lighuiingdistharges in the lower atmosphere lead to energy
wransfer from the magnetosphere to the lower ionosphére. This represents a potc:nti"al_ly'
impdrtaﬁt means of coupling between these disparaté régions of the atmbsphcrc, ahd tht_:" o
precipitation of energetic electrons into the ionosphere may be an important loss _prbccsé "
for the elecwon population of the 'magnetosphere The occurrence rates and spatial
distribution of Trimpi events must be established on a global basis, in order to assess the
influence of this phenomcnon on the dynam:cs and cncrgy balance of thc atmosphenc -

system.
1.2 Known Properties of the Trimpi Effect

Since its initial discovery, investigations of the Trimpi effect have dcvclb;ied in sevéiﬁl

different directions. Although mmally observed on NSS at 22.3kHz and NAA (a a

transmma' located at Cutler, Maine) at 18. 6 kHz, Tnmp: cvents have becn observed on
signals at frequenmes as low as 3.79 kHz from the transmitter at Sxple Stanon, Antarctica
[Carpenter et al., 1985], and at frequencxes as high as 780kHz from a broadcast

transmitter at Santa Cruz, Argennna [Carpcmer etal, 1984] In addmon to the changes in  :.
amplitude ongmally observed advances in the phase of the received s1gnal [Lohrcy and
Kaiser, 1979] and dclays in phase [Inan et al., 1985} have been found, as well as



s1mu1taneous changes in amplitude and phase on a smgle signal [Inan and Carpenter,
1987, Dowden and Adams 1988]. Most observanons reported involve a.rnphrude changes |
ranging ﬁ'om 0.04 dB [Carpenter et al., 1984] to 6 dB [Helhweli et al., 19‘73] and phase: |
changes as large as 12° {Inan and Carpenter, 1987]. |

Ana]ys1s of the time signature of observed events has added support to the mechamsm'
‘descnbed above [Inan and Ca.rpenter 1986], as well as revealmg additional information. |
The typical event onset takes 0.1 - 2 sec., and recovenes resemble exponentials and last. '
for 10 100 sec. [Carpenter et al 1984] Some events have unusually fast initial time
“other anoma]ous ume 31gnatures on some low latitude events were xnterpreted as
involving pamcularly high energy electrons (of order 1 MeV) [Inan et al., 1988a]
Analys:s of time delays between the hghtmng discharge and the perturbanon revealed the
mvolvement of both northbound and southbound whlstlers [Inan and Carpenter, 1986]
Statistical analyses indicate that events occur pnmanly at night (when most of the signal |
path is in darkness) and are more common within 1000 km of the receiver (at least when“
observed at Palmer Station, Antarctica) [Leyser et al., 1984]. Events are more common '.
during equinoctial periods, but occur throughout the year, and seem to occur more
frequently at moderate latitudes, where the local magneuc field lines cross the equator at.
2 distance of 2 - 3 earth radii [Carpenter and Inan, 1987).

’I‘he vast ma_]onty of Trimpi events have been observed i in r.he Antarcnc [I-Iurren et al,
1986; Inan and Carpenter, 1987], but observanons have also been reponed from New
Zealand [Lohrey and Kmser. 1979 Dowden and Adams 19‘8‘8“1989] and in the northern |

hemxsphere from Stanford University; Lake Mistic o hfl Quebec Saskatoon,.
Saskatchewan and Arecibo, Puerto Rico [Inan et al., 1988a; b; c; d; Burgess and Inan,

1990]. In attempts to localize and estimate the size of the perturbation in the ionosphere,



events have been correlated with tletected lightning strokes [Inan et al.,, 1988b] and
simultaneous events on multiple paths (even to different receiving sites) have been

identified [Inan et al., 19884].

Research on the theoretical aspects of this phenomenon has progressed in parallel with
experimental results. The whrst.ler electron interaction in the magnetosphere has been. _
modelled, identifying the energy dlstnbunon and flux levels of preclpnaung elecu-ons _
[Chang and Ina.n, 1985b], and these ﬁndmgs have been supported by satelhte
observations of prempltaung electrons correlated w1th whlstlers observed on the ground _.
[Voss et al., 1984; Inan et al., 1989]. The propagauon of signals in the earth - 1onosphere N
waveguide mcludmg the effect of localized 1onospher_1c perturbations has been modelled | _
[Tolstoy et al., 1982] and the sensitivity of various s.ignal._paths_ to this phenomenon has |
been explored [Tolstoy et al., | 1986] More recently, perturbations located off the direct
signal path have been oonsldered [Dowden and Adams, 1988 1989], and a full three
dimensional model for the perturbauon locanon in the wavegl.ude has been mtroduced
[Pouisen etal, 1990]

1.3 Outstanding Questions

While research on the Trimpi effect orogresses, some unanswered questions remain and
several new areas of explorauon have been identified. Among these new areas are those _.
penmmng o the geographtc distribution of Trimpi events, the ime evolunon of

mdmdual evems. the relatwe roles of phase and amphtude measurements, and the

vananon m event charactensucs wrth locanon



1.3.1 Geographic Izjsm”'b_“_n'gn

Questions of geographic distribution pertain to both the global distributon of event
occurrence and the spatial distribution of individual perturbed regions. Events have been'
observed frequently in the Antarctic, and less often at several sites in North America, but

the world - wide extent of this phenomenon remains to be established.

The spatial dimensions of individual ionospheric perturbation regions are not known, and
the range of distances over which a given lightning stroke can affect the ionosphere has
not'bcen CStAbﬁshcd. It was initially assumed that ionospheric perturbations occur on or

very near the gfeat circle (or most direct) path between transmitter and receiver, but more
general models of earth - jonosphere waveguide propagation, in combination with new -
data, can now be used to assess the role of more distant perturbations. The distribution of
event locations and occurrence rates is expected to be influenced by the distribution of
lightning storms as well as magnetospheric and ionospheric factors, but the relative roles

of these various factors has not been established,

This information about the global extent of the Trimpi effect, and the size of individual

perturbations is essential in. assessing the importance of the effect to global atmospheric

dynamics. Thesel questions can be addressed by a distributed network of receivirig sites,
each monitoring many signal paths, and thus providing simultaneous observations of -

largé portions of the ionosphere.

1.3.2 Time Signature of Trimpi Events

Detailed analysis of the time signature of events shouid also provide new information

about the various physical processes leading to a Trimpi event. The delay between the




causative lightning impulse and the onset of the signal perturbation has been found to be. _
consistent with the wave - particle interaction mechanism described above [Chang and

Inan, 1985a], but further quantitative study of variation in this time delay from event to

event and day to day is needed. Variations in this delay time have revealed the difference:

between precipitation events caused by northern and southern hemisphere lightning [Inan.
and Carpenter, 1986], and might provide evidence for additional pernurbation

mechanisms [Inan et al., 1988c].

The event rise time has been related to the duration of the precipitation burst riggered by - -

the whistler. This duration would be determined by the whistler and electron travel times, ...~

the wave - particle scattering coefficients, and the energetic particle distribution [Inan et
al., 1982; Chang and Inan, 1985a}. Accurate measurements of this rise tme, in
conjunction with theoretical models would yield new information about the physics of -

the wave - particle interaction and the energetic particie distribution.

The recovery time, the time it takes for the signal to retum to pre-event levels, is a-
measure of ionospheric propertes. This quantity would reflect the rate at which the
jonospheric density enhancement decays, and thus the rate at which excess electrons |
recombine with ions, or attach to neutral atoms [Dingle, 1977]. This recovery time is then
indicative of the transient response of the ionosphere near the reflection height of thé o
particular signal. Variation of this time with subionospheric signal frequency. may be -
indicative of variation in ionospheric properties with altitude [Carpenter et al., 1984]..
_ Thus, high resolution time measurement of the events could provide quantitative

information about the whistler - electron interaction, whistler and electron propagation in

E

the magnetosphere, and the acronomy of the ionosphere. e



1.3.3 Phase and Amplitude Trimpi Events

Both phase and arnphtude changes have been observed and it has been suggested that
under some condmons phase should be a more sensmve measure of 1onosphenc -
perturbattons [Inan a.nd Catpenter, 19871; however, to date, httle data have been ava:lable
with sxmultaneous amplitude and phase measuretnents Such measurements on a number. :
of s:gnaI paths can prov1de valuable mformauon about the relauve sen51t1v1ty of
amphtude and phase and would be useful in the mtetpretatton of the observanons in
terms of the eanh 1onosphere waveguide structure In addmon, the relanve magmtudes
of the amphtude and phase changes could provide insight into the three d.tmensmnal

shape of the 1on03phenc perturbauon

1.3.4 Variations in Event Properries

Comparauve analysis of event occurrence and characteristics on many paths would
1dent:fy those properties that are genenc to the Tnmpt phenomenon and those that are
unique to individual paths, The genenc properties might be expected to be determmed by
the basic physxcs of the phenomenon such as the wave - pamcle mteracuon and the
shape of the perturbed xonosphenc regmns The path - specific propernes are more hkely
10 be controlled by the propaganon charactensncs of the pamcular path or the locanon of
the perturbanon wnh respect t0 the path. Once SpOCIfiC properues are determmed they
can be used to reﬁne the models for sublonosphenc pmpagauon, for wave - pamc}e

interaction, and for the precipitation of energetic electrons into the 1onosphere



1.4 Contributions of this Research

This research addresses primarily :he questions pertajning to the signiﬁcance of
s1multa.neous amplitude and phase events, and the comparauve analysis of occurrence
and charactensucs of events on many dlfferent paths The specific contnbunons of ﬂus _

rescarch as related to these outstanding questions include the following:

--The desxgnanddevelopment of a new VLF/LF receiver for high 'resolution
measurements of propaganon effects. Capabxlmes mclude snnultaneous
amphtude and phase measurement, mneable muluchannel recepuon. and hlgh |
time resolution.

- Analysis of a comprehensive data set ‘of VLF radio signatures of ionospheric
perturbations. This data set includes multiple receiving sites, multiple signal paths
at cach site, and simultaneous amplitude and phase data. |

- _Identiﬁcation of several new properties of VLF signal perturbations associated wuh
lightning. Among these are the path dependence of the polarity of _amplitnde
changes, and the predominance of phase advancement independent of path |
Another property 1s that the magnitudes of s1multaneous amphtude and phase
changes on a given path are only weakly correlated with one another Also. the
d.1stnbunon in magmtude of sxmultaneous amphtude and phase events varics wnh |
the path but for a gwen path is mdependent of time. Fmally, half of the events |
_'observed in the northem hermsphere had no detectable phase change, while less

than one ﬁfth of the southern hemlsphere events d1d
These new properties provide constraints on existing and future theoretical models of the
wave - particle interaction and the ionospheric perturbation mechanism, and can be used

to refine these models in the future.

10



The hardware developed to perform these observations is described in Chapter 3, and the
results that were obtained are described in the subsequent chapters. Chapter 2 provides
the necessary scientific background, describing the terminology, the physics and the
proccss_cs-involyqd in the perturbation of subionospheric radio propagation associated

with lightning.

11
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Chapter 2 - Scientific Background

As introduced above, lightning can perturb the propagation of subionospheric Very Low
Frequency (VLF) radio signals through a complex sequence of physical interactions. In -
order to understand this process, it is necessary to understand the basic properties and :

interactions of various regions of the earth's atmosphere.
g1 P

2.1 The Ionosphere .

The existence of the ionosphere is a consequence of two commonly known properties of

the atmosphere. At any altitude, the density of the air is determined largely by the total

weight of the atmosphere above that- altitude. This results in the first of these simple - -

properties, which is that the density of the atmosphere decreases with altitude above the
earth’s surface. The second property of interest, a result of the chemical compositioh of
the ammosphere, is that the atmospheré absorbs mu#h of the Ultraviolet (UV) and higher
energy radiation incident upon it, from the sun and other cosmic sources [Rarcliffe,

1972].

The absorption of this energy results in the ionization of atoms and molecules in the
atmosphere, but the ions and free electrons thus created are soon absorbed by interaction .
with other nearby ions and atoms {Rarcliffe, 1972]. As a re;ult, there is a dynamic
equilibrium between the production of electrons and their absor;;tion, yielding anaverage
free clectron density. As the altitude increases, the intensity of the radiation increases
because less radiation has been absorbed above, and so the rate of ionization increases. In
addition, since the density of the atmosphere decreases with ° v,u.de, the free electrons
 that are formed exist longer before they collide with other particles and are absorbed.

Thus, as altitude increases, the rate of production of electrons increases, and the rate at
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which they recombine decreases, so the cquilibrium shifts and the density of free
electrons increases. Starting at approximately 60 km altitude, the concentration of free
electrons is sufficient to have a significant influence on the dielectric properties of the

atmosphere. This forms the lower edge of the :onosphere’whlch is defined as ‘Thepm )

of the atmosphere where free eleca-ons ex:st in numbers suffic:ent to mﬂucnce the -

travel of radic wave

Throughout the ionosphere, the total particle concentration continues to decrease with
increasing altitude, while the fraction of these particles that is ionized continues to
increase. The combination of these two effects éauses the ion (and electron)
concentrations to reach a maximum near 300 km  [Rees, 1989]. Above that peak, the
atmosphere is predominantly ionized, and the density decreases monotonically. Finally, -
at altitudes above approximately 1000 km, the effect of collisions is negligible and the
properties of the atmosphere are dominated by the influence of the earth's magnetic field |
{Park and Carpenter, 1978]. This outer region is named the magnetosphere, and is
discussed separately below. A typical profile of neutral particle concentration and free

electron concentration versus altitude for the ionosphere is shown in Figure 2-1.

The ionosphere is further divided into layers (labelled D, E and F), based upon the
radiation absorbed, the types of ions, and the chemical properties prevalent at certain’
altitudes [Rishbeth and Garriott, 1969]. For ihg" purposes of this research, however, it
suffices to note that most of the effects of interest occur in the D region, near the bottom

of the ionosphere, between 60 and 100 km altitude.
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Figure 2.1 lonospheric Density Profile. The neutral particle density (atoms and
molecules) and electron density versus altitude are shown for typical nighttime, quiet sun
conditions. Electron data below 100 km are from Poulsen et al. [1990], eiectron data
above 100 km are from Rees [1989), and neutral data are computed from the MSIS-86
model atmosphere for 13 July 1976 [Rees, 1989]. ‘

2.1.1 Radio Waves in the fonosphere

When radio waves are incident upon the ionosphere, they encounter an extremely
complicated dielectric, whose properties vary with altitude and direction (inhomogeneous
and anisotropic). Detailed analysis of this dielectric has been described in numerous
- references [Ratcliffe, 1959; Davies, 1965; Budden, 1985], and only some simple
properties will be reviewed here. For the VLF frequency range, an incident radio signal
~undergoes a combination of absorption, reflection off the ionosphere, and transmission
through the ionosphere, depending upon the frequency, the angle of incidence, and the -

electron and ion concentrations in the ionosphere at the time [Helliwell, 1965). "

El
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Figure 2-2 Collision Frequency Profile. The effective electron collision frequency

versus aititude in the lower ionosphere is shown for temperate latitudes, but is a good

estimate for most conditions and locations. Data are from Budden [1985].
Absorption of radio waves in a dielectric is primarily a _qonscqﬁence_.of collisions
between electrons, moving in response to the electromagnetic fields of the waves, and
heavier atoms and ions [Ramo et al,, 1965]. These collisions in turn transfer the
propagating wave energy to thermal encrgy of the atoms, reducing the wave intensity.
The lower regions of the ionosphere, where the density is greatest have the highest rate of

occurrence of these collisions, and therefore are the most absorbing [Ratcliffe, 1959]. A

typical collision frequency vs. altitude profile is shown in Figure 2-2.

An clectromagnetic wave totally reflects from a medium with varying dielectric
propertics when the refractive index becomes zero [Jackson, 1575].__. Although this
concept has been successfully applied to some frequencies and certain portions of the.
ionosphere [Ratcliffé, 1959}, it does not generally. apply to VLFtngnals Instead, the -
value of the refractive index for VLF signals in the ionosphere is . smplex (containing
both a refractive and an absorptive term) and depends upon local properties of the

medium aﬁd wave direction (with respect to the earth’s magnetic field) in a complicated
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manner. Due to the influence of the earth's magnetic field and the presence of absorption,
the refractive index never becomes zero [Ratcliffe, 1959}, so total reflection does not
occur, but substantial partial reflection is possible. The region of the ionosphere where
* such reflection of the wave occurs can be visualized as a region where the refractive
index is changing very rapidly over a distance equal to the wavelength, When this occurs', _
the region acts like a sharp boundary between two different media and a mixture of_ '
transmission and reflection results, Quanﬁtaﬁchy, this occurs in_the region where the.

following expression ho_lds [Ratcliffe, 1959]:

X =Z, or equivalently, 0 = a2/ v

where o
X=on/a?
Z=v/w

W = wave fréquency :
v = effective collision frequency of electrons with heavy particles

@y = plasma frequency of the medium given by: __

wn=4ntNe2/gygm
with
N = number density of electrons
¢ = charge of an electron
o gg = electric permittivity _pf free space

m = mass of elecron

. A more accurate expression for the reflection condition at VLF frequencies, based on

¢ empirical measurements and assuming an exponentially varying ionosphere [Wait and
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Spies, 1964], is now generally used. Note that this exprcséion' is in'd'ependcnt of ﬁvai}e'
frequency: o | R N ” |

@, =2.5x 105 5!
where o '

@, = 0N/ v = the “conductivity parameter” |

In the VLF frequency range, during nighttime, reflection generally occurs at altitudes
near 85 km [Inan et al., 1985). As seen in Figures 2-1 and 2-2, at this altitude, N and
therefore wy increase exponentally and v decreases rapidly with altitude, so the
frequency independence of the reflection height is not surprising, and the two expressions
for the reflection condition above are quite similar. Although convenient for describing

propagation, the concept of a reflection height is an oversimplification since, as with any

dielectric boundary, the characteristics of the reflected wave are influenced by the

electromagnetic properties of the media for several wavelengths above and below the
boundary {Helliwell, 1965). The more detailed probiem has been treated 'using corrii:utc_rs
for a full wave analysis, determining all wave components throughout the ionosphere and

the lower atmosphere [Pappert and Snyder, 1972].

2.1.2 The Earth - Jonosphere Waveguide

The surface of the earth is a moderately good conductor of electricity, and can reflect

- radio signals in the lower frequency ranges, including VLF [Davies, 1965]. Since, as

described above, the ionosphere is also a good reflector of thes» signals, VLF radio
signals can propagate over long distances along' the surface of id Earth by repeated
reflections off the earth and the ionosphere, as illustrated in Figure 2-3. In other words,

these two essentially parallel surfaces - the ionosphere and the earth’s surface - act as a
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Figure 2-3 Long Distance Propagation by' Multiple Renection. An illustration of long '
range propagation of VLF sxgna]s by rcpeat.ed reflection from the ionosphere and the.
earth’s surface.

wavcguxde keeping the VLF radio wave energy in the lowcr pornons of the atmosphcrc
and guldmg it along the earth's surfacc.

As w1th any waveguidc, there are two equivalcrit methods of analyzing wave propagation
in the earth - ionosphere wavegmde [Ramo et al., 1965] The ray opues approach [Born'
and Wolf 1965] is easier to visnalize, and sometmes snnpler to analyze, and is the one
illustrated in Figure 2-3. Thls approach treats the propaganon as a sum of plane waves
each with the wave vector along a stra1ght line from the n'ansmmer to the reflector(s) and
nlnmately to the receiver {Budden, 1985]. These ray paths can be enumerated by the'
numbcr of reﬂecuons reqmred to traverse the rcglon [Davu:s, 1965] For example, there
may be a dn'ect signal (called the ground wave), and, as shown in Figure 2-4 several sky |
waves mcludmg a path which reflects off the mnosphcre oncc, a path which rcﬂects off '

the ionosphere twice, with a reflection off the earth in betwecn, etc.
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Figure 2-4 Possible Ray Paths from Transmntter to Receiver, The discrete possible
ray paths are those that complete an intsgral number of “hops from earth 1o ionosphere
and back to earth, between the transmitter (Tx.) and the receiver (Rx.). It can be seen that -
the paths with more hops have nearer vertical incidence.

Although an infinite number of paths is possible, the number of these discrete paths that
contains any appreciable signal is often quite limited. Paths with many rcﬂection.s. and
nearer vertical mcxdence are longer than more dxrcct paths with fcwer rcﬂecuons, and as
with any radiating systcm, field su'ength falls off with overall path length from
transrmtter 1o recelvcr [[Malhnckrodt 1949]. Also, nelther reflection off the ionosphere |

nor off the earth is perfect, so some signal strength is lost thh each reflection. In ]
addition, the more vertical the incidence of the sxgnal on the boundary, zhe more of the
signal is lost r.hrough absorpnon and transmission into the medium, and thus, the weaker
the reﬂecnon [Davxes, 1965] The combmauon of these effccts unphes that the paths that |
have many reflections, at near vertical angles of incidence, wx_ll rapldly lose signal

strength, and gmera]ly, only the paths with relatively fgw_‘ rgfl__ecti_ons and ppliéue |

incidence will dominate the received signal.

When the dimensions of the waveguide are smaller than a few wavelengths, it is often

more appropriate to use waveguide modes to analyze the propagation of the signal within
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the waveguide [Wait, 1962]. As with the Tay approach, there are discrete waveguide
modes that can be enumerated, and the received signal at any point is a vector sum.of
signals propagating in each of these modes. The modes are determined by the fact that
the component of the wave propagating perpendicular to the waveguide must form a .
standing wave pattern that continuously satisfies -the conditions dictated by - the
boundaries [Ramo et al., 1965]. Waveguide mode theory is easiest to visualize in the case
of parallel, planar, perfectly conducting boundaries. In this simple example, the wave .
fields at the boundary can have no electric fields parallel to the boundaries (E ") Thus the
_fpropaganng modes would be those where E" completed 1/2, 1, 1-1/2, 2, etc. cycles

“between the two boundaries [Ramo et al., 1965].

For VLF signals propagaﬁng in the earth - ionosphere waveguide, the prdblcm is

substantially more complicated. First, the ‘boundaries are not perfect conductors, but-

instead, lossy dielectrics, requiring the use of complex reflection coefficients and -

complex angles of incidcncé [Budden, 1961]. In addition, the ionosphere is not a sharp -
boundary, but rather a stratified medium that varies with altitude. This is allowed for by
cither modelling the ionosphere with a sharp boundary of complex impedance at an

equivalent reflection height [Wait, 1962] or by using computers to analyze the wave

fields throughout the ionosphere, using various models for the ionosphere [Folcy etal, -

1973). The curvature of the earth also complicates the waveguide by changing reflection
"anglcs, and the presence of the earth's. magnetic field mtroduces anisotropy in the =
“"lonosphere [Wait, 1962].

Despite these complications, a series of discrete waveguide modes can be identified
[Wait, 1962] and for each one, parameters such as phase velocity, attenuation rate, and

"’excxtanon factor can be established. Although exact values for these parameters depend
upon the 1on_osph¢_nc model_ used [Foley et al,, 1973), typical attenuation rates for the first
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e are 2- 4 dB/ 1000 kua during the day and 0.5 - 2 dB / 1000 km at night [Ferguson
and Snyder, 1980}, and higher order modes generally have highcr attenuation [Foléy et’
al., 1973]. One interesting consequence of the amsotropy of the ionosphere is that
attenuation is less for east - to - west propagation than for west-to - east propagation |
(Foley et al., 1973]. The excitation factor is a measure of how efficiently the ransmitting
and receiving antennas couple into the various modes, and depends upon the'.size of the -
antenna, its polarization, and its location in the waveguide. For higher frequency VLF
signals, the curvature of the earth causes the lowest order mode t0 become “earth
detached” where it is guided by the curved ionbsphcre' and has minimal signal Sn'cngth at”

the earth's surface [Wait, 1962].

For ground based transmitters and receivers, the dominant waveguide modes are
primarily TM (Transverse Magnetic) modes although some TE (Transverse Electric)”
modes do propagate [Ramo et al, 1965; Foley et al., 1973], and may even dominate at -
higher altitudes [Turtle et al., 1989]. For short paths, five or more modcs must be -
considered, but for long paths (>3000 km), the variation in attenuation rate usually
causes the second or third mode to dominate [Tolstoy et al., 1982; Foley et al., 1973] (the

jowest order mode is usually poorly excited because of its earth detached nature
[Ferguson and Snyder, 1980]). The waveguide mode picture can be further complicated
by irregularities on the surfaces of the waveguide, such as mountains, or sea water to land
transitions on the carth, or ionization enhancem.er.xts,' or the day - night terminator on the -
jonosphere. Such imegularities .re_sult in coupling or conversion between the various

modes [Tolstoy et al., 19_82; Pappert and Snyder, 1972].

When properly analyzed the ray approach and the mode approach are equivalent, and the

choice is based primarily upon the ease of analysis and the preference for visualizing the

effects. The ray approach is often used for short paths (where only ray paths with few
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reﬂections have angles of incidence far from vertical) and for waveguides with
dimensions of many wavelengths (where the ex:tct ﬁelds at the boundaries are not as ”
significant). The wavegmde approach is more appropnate for small waveguides, and long
paths (where htgh order wavegmde modes tend to be attenuated leaving only a few
' "'modes whlle many reﬂecnng ray paths are possrble) The ray approach is usually easier
to wsuahze and will be used in the quahtattve drscussmn of propaganon phenomena here,
but due to the complexity of the waveguide boundaries, the waveguide mode approach
would be more appropriate for detailed and quantitative analysm of VLF propaganon
phenomena [Morfi and Shellman, 1975] | - S

The earth - mnosphere waveguide is used for long distance communication over a wide
range of frequencies, extending as high as the HF frequency band (3 to 30 MHz) whcre it
is used by shortwave broadcast stations, amateur radio operators, and others At Iower |
frequencies the waveguide becomes more reliable (less dependent upon vanable'
ionospheric conditions) and less attenuating (because of the longer wavelength), so in the
VLF band, the U. §. Navy uses a variety of transmitters in the 20 1o 30 kHz range for
reliable world - wide commumcanons The Omega global navigation system operates at h
even lower frequencies, in the 10 to 14 kHz range. These VLF transmitters operate very ..
reliably and are powerful (most of the Navy transmirters exceed 1 MwW radrated power)

and SO are extremely useful for i ronosphenc measurements.

'2.1.3 Lighning and Ragio A 'I' s

‘When a hghtmng discharge occurs, it generates an impulse of elecu'omagnetxc energy
throughout the frequency spectrum. In addition to the visible ;. - 1.3 burst of apprecxable
';energy is radiated throughout the radro frequency range Popping and crashmg sounds

heard on AM broadcast stgnals are familiar to most people and this effect i is even more o
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Figure 2-5 Typical Atmospherics and Whistlers. A sample spectrogram of natural
signals received at Palmer Station. The vertical axis is frequency, O- 10kHz, the
horizontal axis is time, and darkness represents signal strength. Atmospherics appear as
vertical dark Iines, most of which end at the waveguide cutoff frequency (arrow).
Whistlers appear as dark arcs, curving toward the lower right, showing that dispersion
delays the lower frequencies. Data are from 30 March 1983, at approximately 05:50 UT.

apparent in the VLF frequency range. The spectrum of the radio frequency output of a
lightning stroke shows a strong burst of energy from near DC to 100 kHz and above, with

a peak near 5 kHz [Uman, 19691.

These low frequency impuises propagate to long distances in the carth - ionosphere. .
. waveguide, because of their long wavelength and their high initial signal swrength. With -
this long range propagation and the high incidence of lightning in the world (~ 100-
flashes per sccondj [Uman, 1983], these impulses are a dominant feature of the
atmospheric VLF spectrum and are called radio atmospherics (ory_spherics for short)
[Davies, 1965]. Examples of these atmospherics appear in Figure 2-5. . |

As with other wavegmdcs, the earth - ionosph_cr_e waveguide exhibits a cutoﬁ frequency,
bclow_'whicp si@éis do ho_t propagate well. For rypical conditions, this cutoff is around
1 - 2 kHz [Heliiwell, 1_965], SO a_tmospherics that have propagated long.distances often do
not haﬁe_ sig;;j_ﬁgint energy bcldw this frequency. Signals at frequencies. just above the
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CUtOff generally have phase and group velocities much lower than those for signals far
from the cutoff [Ramo et al., 1965], so that the radxo impulse is dxstorted The received
atmospheric is then an impulse with a slower low frequency tail. These distorted
atmosphcncs are referred to as tweeks bccause of the way thcy sound whcn received

through a.n audio system {Helliwell, 1965]
2.2 The Earth's Magnetic Field

The presence of the earth's magnetic field has a dominant influence on the properties of
the_"j,tmagnetosphcre, so an understanding of its basic properties is necessary for this study.
The magnetic field is essentially dipolar, centered clc}se to the center of the earth and
tilted 11° from the rotation axis, as shown in Figure 2-6. The strength of the field is given
by [Lyons and Williams, 1984]:

B =0.312x104 (Rg /R)? (1 + 3 sin2 A)12
where
- Rg = mean earth radius = 6370 km
R = distance from the center of the earth
A = magnetic latitude (0° at magnetic equator) -

B = magnetic field strength in wb / m2
A dipole magnetic field line can be described by the relation:

R'Icos21=Req-": - . ,}L

T s
Sha

“where Re, is the radius at which the field line crosses the magnetic equator. The field line
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Figure 2-6 Dipole Model of the Earth's Magnetic Field. A diagram of the magnetic -
field lines corresponding to the centered dipole model of the magnetic field, showing the
L parameter used to characterize field lines. The dipole is tilied by 11°* from the spin axis.

is usually characterized by its equatorial radius, using the parameter L [Lyons and

Williams, 1984] given by:

L=Req/RE

Combining these three relations, the field strength along a field line with a given L value
is given by:

B =0.312x104 (1 + 3 sin2 )12 / (L cos? A)3

Note that the magnetic field strength is weakest at the magnetic equator, and increases

-

with magnetic latitude along a field line.
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This diPOI'? model is generally used to describe the magnetic field, and to define a
geomagnetic coordin.ate system, consisting of L, A (some texts use the field strength, B,
instead of the latitude, A), and 6 (magnetic longitude), but it is not an entirely accurate
descripﬁon of the earth's magnetic ficld. A more accurate (within 10%) simple model is
to displace the dipole ~ 400 km toward the westcfn Pacific from the center of the earth
(Fraser - Smith, 1987]. Siill more accurate models use multipolar or other high order -
expansions based upon empirical values [Jensen and Cain, 1962; Olson and Pfitzer,
1974), and accurately reflect a number of anomalies in the shape of the magnetic field.
The most significant of these anomalies is the South Atlantic Anomaly, a region of

extremely weak magnetic field off the coast of Brazil.

The actual field has contmibutions from currents in the earth's crust, currents in the . .
ionosphere, particle motion in the magnetosphere, and distortion of the magnetic field by -

the solar wind. The field can be changed by as much as 106 wb / m?2 by solar magnetic -
storms, and' also' experiences weaker fluctuations that range from very rapid (of order
seconds) to very slow (of order years) [Jacobs, 1970]. For the purposes of this research, it
is sufficient to treat'the magnetic field as a constant geocentric dipolar field, with the

addition of the South Atlantic Anomaly.
2.3 The Magnetosphere

As mentioned :"above, the magnetosphere is the -uppérniost region of the carth's
atmosphere, above the ionosphere (some texts define the ionosphere as extending further .
out and including the magnetosphere as the highest portion of the ionosphere), whose - -
propertties are dommated by the presence of the earth's magnetic field [Ratchffe, 1972] _
The magnetosphere is a neutral, low density, low energy plasma consisting almost

entirely of ionized hydrogen atoms (protons) and free electrons although some oxygen
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and helium ions are also present [Ratcliffe, 1972]. At these altitudes (h > 1000 km), there

are few neutral atoms so little radiation is absorbed, and the density is low allowing few

collisions. As a result, at middle to low latitudes (L < ~ 4) the particle concentrationas a

function of altitude is determined pﬁrriarily by dijj"u&ivg equilibrium. Electrons and ions
produced in the ionosphere flow upward, along magnetic field lines, driven by diffusion.
from the high concentrations in the ionosphere, and the density of the magnetosphere is

determined by an equilibrium between diffusion and gravity [Ratcliffe, 1972}._' o

On the sunlit side of the earth, electron production in the ionosphere is high, and particies
flow into the magnetosphere, while on the night side, ionospheric production is
diminished and particles flow down from the magnetosphere, helping to sustain the
ionospheric population: [Park and Carpenter, 1978). The particle density continues to

decrease- with altitude above the earth,' until it reaches the level of the interplanetary

region, but the shape of this density. profile is quite complicated. On the day side, the.

pressure of the solar wind (a continuous stream of protons and. electrons from the sun .
with a typical density of ~5cm? and a velocity of 300 km/s) compresses the .
magnetosphere, forming a sharp boundary bétwecn the magnetosphere and the
interplanetary medium at ~ 10 Rg {Ratcliffe, 1972). The magnetosphere, on the night
side, is elongated into the magnetotail, pointing away from the sun and stretching out to

100 Rg, before joining the interplanetary medium [Ratcliffe, 1972].

Up to an altitude of 4Rg, the solar wind has relatively litle influence on the
magnetosphere, and the shape of the magnetic field is nearly dipolar. In this inner region,
the electron density falls gradually from ~ 104 cm3 at 1000 km to ~ 142 cm-? at 4 Rg;, but

then falls abruptly by up to two orders of magnitude over 0.15 Rg+ &k and Carpenter,

1978]. This transition, called the plasmapause, is typically at ~4 Rg, but may vary
between 3 and 7 Rg depending upon solar activity [Carpenter et al., 1971; Ho and
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Carpenter, 1976). The posmon of the plasmapause is not symmemc around the globe
instead it varies with long:mde and is affected by the earth s spin and interaction wn:h the

sun [Ho and Carpenter 1976).

The reglon inside the plasmapause. known as the pIasma.sphere is the arca of mterest in | |
this research m this region all magnetic field lines start at the eanh s surface at low to
moderate lanmdes, extend across the equatonal plane, and end at low to moderate'
latitudes in the opposxte hemisphere. This region is pnmanly populated by low density,
low energy electrons, referred to as the cold plasma or the thermal plasma, with typical
densides of N =10°cm3 and energies of E=0.1eV [Ratcliffe, 1972]. At VLF
frequencies, ir is primarily these electrons that determine the electromagnetic wave

propagation properties of the plasmasphere.,

2.3.1 The Radiation Belts

The magnetosphere is also populated by high energy electrons (with energies of .1‘0 keV “
to 1 MeV, or more) [Ratcliffe, 1972] which were emitted by the sun, or by high energy
collisions in the jonosphere and became trapped by the earth's magnetic ﬁeid These.
energetic electrons exist throughout the magnetosphere, but are concentrated in a toroidal'

region sun'oundmg the earth (typlcally at 1.5 <L<6) For the hlghest energy _'

(E > 500 keV) particles, this toroid is sepamted into two belss, by a low concentration slat

region near L=3 [Lyons and 'I’horne, 1973]. The low density (N <lcm?3 [Schuiz and |

Lanzerotti, 1974]) of this kot plasma compared to the cold plasma, nnphes that it does o

not affect the dxelectnc properties of the plasmasphere, but due to thexr lugh energy these o

electrons have other s1gmficant mteracuons
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The motion of these elecu'ons. under the mﬂuence of the magneuc field can be separated

into three distinct coanonents Smce a charged pamclc moving in a magnetic field

experiences a force perpendicular to the magnetic field and perpendicular to the direction
of motion, any monon perpendlcular to the field will be converted into a circular monon
[Ramo et al., 1965] The first ‘component of the mouon is this gyration around the field
line, charactenzed by its rotanonal frequency or gyrofrequency {oogy), the gyranon period
(Ty), and the gyroradms_(rﬂ), gwen by [_.Tac_ksont 1975; Chen, 1984]:

rH;'z_::/ch where o= e Bl /ym and ry=v, /oy
with | o S

¢ = electron charge
m = electron mass
B = magnetic field strength
Y=(1-(v/c)2yl2
v= electron speed _

= speed of hght
v, = electron speed perpendxcular to magneuc field

Note that the particle energy affects on}y the radjus of gyration; the gyrofrequency is

independent of energy (for non - relativistic velocities). This circular gyration can be -
separated frem other particle mor.ion provided the magnetic field rdoes not change
sxgmficantiy dunng one gyrauon, that is, provxded TdB/dt<<B and Ty v I dB/dz <<B

(where z is the dn'ecuon along the magnenc field and v i is the -component of the electron-

motion along the z axis). In the plasmasphere, Ty is generally of order 1 ms [Lyons and
Williams, 1984] and these assumptions are valid. The electron trajectory can then be

described as a spiral and its velocity, v, characterized by the two velocity components, v I
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Figure 2-7 Electron Motion in a2 Magnetic Field. The left panel shows the spiral
motion of an electron in the presence of a magnetic field (B). The right panel shows the
relationship between the velocity components (v, v " , v ) and the pitch angie ().

and v, , as shown in Figure 2-7. These two components are related by the p_itch__ang_le (o),

given by:
tan()=v, /v ”

The magnetic field constrains motion across the field to circles, but does not restrict
~ motion along the magnetic field, .gnd since the force is perpendicular to the motion, the
field does no work on the electron. Thus, the'elect_ron spirals along the magnetic ficl__d
with a constant kinetic enérgy. For ﬁxe ﬁcld to do no work on the clectron when the field
strength, B;_ggangés, the total flux through an electron gyration must remain constant |

[Jackson,__l_9_‘i§j, t_hus:_

_ ¢M=B:;r,.;2=con:st.._ B
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Substituting for ry and @y, and consolidating constantS, this becomes (neglecting

relativistic effects):
. v32/B =const.
Now,v, =vsina, and since energy is conserved, v is coxistant, so:
Hp =sin20 /B = coﬁst.

#p is known as the first adiabatic invariant and is a property of the electron motion. As
the electron rnovcs along the field line, w1th velocity Vi the magnetic field sn-cngth
changes, but pg does not, so o changes. A changing pitch angle with constant total.'
encrgy implies that energy must be transferred between v 1 and v ” This nges nse to the

second motion of the electrons, known as bounce motion.

Along"a magnetic field line, the ﬁeld is wéakest at the cquator, as described above, so the
pitch angle of a spiraling electron is smallest at the equator. As the elecu'on moves away .
from the equator, the field strength, and so the pitch angle, increases. If the field bccomes
large enough to cause the pitch angle to reach 90", the paruclc will have no motion along
the field, i.e., v = 0, and all of the energy will be in the gyranon When this happens r.he':'.
gradient in the magnetic field drives the electron back up the field lmc toward the
equator. This reversal of direction, called mirroring [Chen, 1984], causes the electron to
boﬁnce back and forth between hemispheres, along the mﬁgﬂctic field. This periodic
bounce motion has a period of order 1 sec. Lyons and Williams, 1984] and thus can
generally be treated separately from the gyration. These electrons are then trapped in the
magnetosphere, gyrating and bouncing along the magnetic field line [Roederer, 1970]. If

the pitch angle is low enough at the equator, the electron will follow the field ine ali the
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way down to the ionosphere before mirroring. In the ionosphere, the electron will most
likely collide with heavy particies, giving up its energy, and thus be removed from the

radiation belt [Rees, 1969). Not all electrons that collide in the ionosphere are lost. Some

- of them (up to 90% depending upon pitch angle and energy) may be backscartered by the

ionosphere and return to the magnetosphere, on the same or nearby field lines, but with

altered energies or pitch angles [Berger et al., 1974].

An energetic electron can be characterized by its energy (E) and its equatorial pitch angle
(cteq) and has two possible destinations, depending only upon 0..q and not E. For a given

magnetic field line (determined by L value and longitude) there is a critical equatorial

" pitch angle called the loss cone angle (¢t.). Electrons with Cleq > Oy Will be trapped, and

remain in the magnetosphere for extended periods, while electrons with Oloq < Oty Will be
lost to the ionosphere, in a process called precipitation, giving up some of their energy by

locally increasing the ionization in the ibnbsp_herc [Roederer, 1970; Rees, 19691, -

This process of inirforing and precipitating is further complicated by the anomalies in the
earth's magnetic field [Schulz and Lanzerotti, 1974]. These asyn’irﬂeu'ics ixi the magnetic
field mean that it is possible to have different loss cone angles for northbound and
southbound electrons on the same field line. Thus, it is possible to have an electron |
mirror in the north, and then precipitate in the séuth (or vice versa), depending upon the -
detailed sﬁcture of the magnetic field [Barish and Wiley, 1970]. This is parﬁcularly
apparent over the eastern United States and the Atlantic ocean, due to the particularly
weak magnetic field near the South Atlantic Anomaly. -

Electrons also experience a third motion called drift, in the . ‘ngitudinal direction (ie.
east - west). This motion, driven by electric fields and gradients in the mag'neu‘c'ﬁ'eld is

much slower, with orbital periods around the earth of order hours [Lyons and Williams,
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1984] and may affect diurnal variations. in Trimpi event occurrence rates, but is not
significant for the angiysis performed here. It is, however, important inthe overall
trapping process, and the long term characteristics of the radiation belts [Schulz and

Lanzerotti, 1974].

2.3.2 Wave Propagation in the Magnetosphere -

As mnﬂotlcd abov e e

cold: i)laﬁma “The “wave refracﬁvc “index for . ﬂns rnedwm, . dEsEnbed by  the o
Appleton - Hartree equation [Budden, 1985], and generally is complex, with both a_
propagating and an absorbing term. In addition, the anisotropy introduced. by the earth's

magnetic field results in there being two characteristic waves with different refractive -

indices [Helliwell, 1965]. The value of the refractive index depends upon the elecwon = -

dcnsity, the magnetic field strength (usually expressed in terms of the electron
gyrofrequency), the collision frequency (usually negligible in the magnetosphere), the

~ wave frequency, and the angle between the wave normal and the direction of the -

magnetic field {Helliwell, 1965].

Analysis of the Appleton - Hartree equation reveals several important properties of the =
magnetosphere. First, at VLF frequencies, the only mode that can propagate is known as.
the whistler mode, and has right - hand circular polarization when viewed in the direction .

of the magnetic field [Helliwell, 1965]. The whistler mode has a relatively high refractive

index (n=10-100), so whistler mode waves have low group and phase velocities
(v=0.01 - 0.1 ¢). In addition, these velocities are functions of wave frequency, resulting
in dispersion, where different frequencies are received with different delays [Helliwell,
1965]. For the whistler mode in the magnetosphere, thi:rg_ is a frequency of minimum
time delay, known as the nose frequency (typically ~ 14 kHz for L. =2.5), and signals at -
frequencies above or below the nose frequency are delayed relative to those nearer the
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nose frequency. Impulses generated by lightning which penetrate the ionosphere and
propagate through the magnetosphere (as well as propagating in the earth - ionosphere
waveguide) are distorted as a result of dispersion. Frequencies below the nose frequency
are deiaycd, with the lower frequencies experiencing longer delays, so that an impulse |
received after propagation through the magnetosphere sounds like a whistling tone,
falling in frequency, and is therefore called a whistler [Helliwell, 1965]. Figure 2-5 is a |

spectrogram (frequency versus time plot) showing a received whistler, as well as the

subionospherically propagating radio atmospherics.

As with the energetic electrons, cold plasma electrons can move easily along the
magnetic field lines, but cannot readily move across thém, since any perpendicular
motion is converted into a spiral around the field line "Thcrcfore,' any local irregularity in N
the electron density is sprcad out into a field allgncd Jrregulanty along the magnetic field
line. These field ahgncd n'regulanues, whether enhancements or depletions, then form
cylindrical tubes that can act as wavcgmdes to steer VLF sxg'nals along the magnetic
field. These waveguide structures, called ducts, guidé a VLF signal aiong the magnetic
field, allowing it to propagate efficiently from hemisphere to hemisphere [Helliwell,
1965). As a signal exits a duct in the opposite hemisphere from which it entered, it can
pass through the ionosphere and be received on the ground. It can also reflect from the
lower boundary of the ionosphere and reenter the duct (or another one nearby) and return
to the source hemisphere. This process of refiection, called echoing can be repeated over
and over in each hemisphere, resulting in a received signal followed by one or more
echoes. Each echo is delayed by several seconds (depending upon frequency) from the
one beforc, and has greater dlspcrsmn since the delays are c:wanounded with each “hop"':
through the magnetosphere [Helhwell 1965]. Whistler em.rgy from lighting also
propagates in the magnetosphere in the non - ducted mode {Edgar, 1976]; however

generally, 'only ducted waves are observed with receivers on the ground, since
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non - ducted ones usually have high wave normal angles and do not penetratc the .

ionosphere, to reach the ground [Helliwell, 1965].
233 Em_-ﬁamdﬂnmmnns _

Both the whistlcr_ mode radio signals and the energetic electrons follow paths along the

magnetic ficld lines in the magnetosphere. Much of the time, the waves and particles pass.

through each other with no noticeable effect, but the wave is circularly polarized, and the _
electron follows a helical path, so under certain conditions, the direction of the
clectromagnetic fields (from the wave) relative to the electon velocity (v,) can be

constant for an appreciable period. When this occurs, the condition is called cyclotron .

resonance, and energy can be transferred from the wave to the electrons or from the

electrons to the wave [Helliwell et al., 1980; Lyons and Williams, 1984]. Cyclotron. '

resonance is generally dcs__cribcd as occurring when the doppler shifted wave frequency
equals the .gyrofreque_ncy of the electrons [Schulz and Lanz___cro:ti, 1974]. The dOPPkT.
shift is necessary because the electrons are mqv_ing along the magnetic field line with a
velocity Vi An alternative derivation of the first order cyclotron resonant condition
(ncglccti_ng relativistic effects) begins by con;_ide_ring the classic expression for the field.

of a propagating wave:

E=Egsin(wt-k2).
where | |
o = wave frequency
t=time |
k = wave nnmber

z = position
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The electron’s position can be described by its position z, along the field line, and its -

 position in orbit around the field line given by: -
X =TIy cos (W 1)
y= I'H'Sil‘l ((IIH 1)
z=q“
There will be appreciable interaction between the particle and wave only if the phase of
the particle in its orbit stays constant relative to the phase of the wave for an extended
period, thus: |
d/dt[ogt-(@t-k2)]=0
Assuming Wy and k are cha.ngirig only slowly, this reduces to:.
Wy - (w-kdz/dt) =0
but now, the electron is moving along the field line (z axis) at a velocity v > S0
ddm=v"

This then yields the first order cyclotron resonant condition:

._amﬂ=m-kv" ,
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For the whistler mode of propagation, ® < @y, so for cyclotron Tesonance to occur, v I
must be negative [Inan, 1977], meaning that the wave and particle are moving toward-

each other, in opposite directions along the field line.

When cyclotron resonance occurs, there are a number of different possible outcomes
[Brice, 1964]. It is possible for the electrons to give up énergy to the wave, amplifying
the intensity of the wave [Chang and Helliwell, 1980). The wavé can also trigger an
instability in the electron motion causing them to radiate signals at frequencies near the
wave frequency (called rriggered emissions) [Helliwell, 1971], and in the mechanism of
interest here, the wave can alter the momentum of the electrons, changing their

trajectories, or scattering them [Inan, 1977].

The condition for resonance is a2 function of magnetic field strength (through wgy), |
particle energy (through v“). and wave frequency (), so the likelihood of resonance
occurring varies throughout the magnetosphere. Since the density of energetic electrons
usually decreases with increasing cnergy [Chang and Inan, 1985a], the .Opt'lmum
conditions for efficient scattering, for a given wave frequency, are those where the
magnetic field is weakest (at the equator for a given field line), allowing resonance with
lower energy, higher density electrons. Interaction with electrons is also most efficient
when the resonant condition is satisfied for an appreciable time, so resonant interaction is
most significant where tﬁe magnetic field strength is changing slowly (also at the
equator) [Carlson et al., 1985]. In cases where the wave frequency is changing with time,
such as whistlers, all three quantities (®, @y, and v") are changing with time, and it is
possible for the interaction to extend far from the equator as well {Inan et al., 1989]. Near
L=2.5, typical whistler frequencies (0.5 kHz to 6 kHz) can resc: .z*with high energy
clectrons in the 40-400keV range [Helliwell et al., 1976]. In whistler - mode

gyroresonance interactions, electron scattering generally involves primarily a change in

38



electron momentum. The energy transfer from the wave to the particle is small, but the
electron motion is changed by transferring energy between v | & and V. This results in a
change in pitch angle (&), and a subsequent change in the nurror helght for the electron

[Inan, 1977].

2.3.4 Electron Precipitation

The cyclotron resonant interaction between whistlers and energetic electrons can alter the
pitch angle of the electrons by as much as +2° {Inan et al., 1989], so if the electron pitch
angle was just above the loss cone angle (typically ~ 13° at L = 2.5) and the electron is
scattered toward lower pitch angles, the electron can be scattered into the loss cone.
When this occurs, the electron precipitates into the ionospheré, as a_' result of_ interaction

with the wave.

In geographlc regions where most exlsnng obscrvauons of the Tnmp1 effect have been
conducted, hghtmng activity is much more prevalent in the nonhem hemisphere, so that
the majority of precipitation events involve southbound whistlers interacting with
northbound energetic electrons [Inan and Carpenter, 1986]. When these electrons then
precipitate in the northern hemisphere ionosphere, the process is known as direct

precipitation [Chang and Inan, 1983]. In longitudes where the magnetic field is

. asymmewic, such as near the South Atlantic Anomaly, it is possible for electrons to be

scattered into the southern hemisphere loss cone, but not into the northern hemisphere : -

loss cone [Inan et al., 1988c]. When this occurs, it is still southbound whistlers resonating -

- - with northbound electrons, but now, the electrons mirror in the north, above the

ionosphere, and then precipitate in the south [Chang and Inan, 1983], as shown in Figure =
~ 2-8. This process is called mirrored precipitation and is the one most frequently observed

inLheAntan_:tic. R
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Interaction
Region

Figure 28 Direct and Mirrored Precipitation. Hlustration of a southbound whistler

" interacting: with northbound electrons, -causing precipitation in the north (direct) and

precipitation in the south (mirrored).
When the encrgetic electrons precipitate into the ionosphere, they sometimes give up
their energy by coiliding with atoms and molecules in the ionosphere. The energy thus: -
| transferred to the -atoms and molecules can result in the production of X -rays.
[Rosenberg et al., 1980]), optical emissions [Helliwell -and Mende, 1?80], and increased:
ionization [Helliwell et al., 1973]. The excess ions and electrons that are generated
slowly recombme in accordance with the normal chemical processes of the ionosphere,

including attachment to neutral atoms or molecules and recombination with ions [Dingle, -

1977). As described above, the precipitating electrons can be characterized by their pitch -

angle and their energy. The pitch angle determines whether the electron will precipitate -

after scattering, i.e., was it scattered into the loss cone?, but the energy will determine the-
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Figure 2.9 Typical Whistler Induced Excess Ionization. The excess electron density

caused by a whistler induced precipitation event is shown as a function of alimde. The

excess electron density is obtained using Rees [1963], assuming an isotropic distribution -

of 300 keV electrons with 2 flux of 10-3 erg cm-2 s°1, lasting for 0.2 sec.
effect of the prcéipi:ation. Higher energy electrons will penetrate deeper into the
ionosphei'e when 'they pi'céipitatc, and will cause more ionization as their cﬁer’gir is
absorbed [Berger et al., 1974 B I
As a. 'population' of enérgctic electrons penetrates | deeper into the ionosphere, it
' cncountéfé' an increasing density of atoms and moiecuies. and so dcposits'more énérgy .
" (creating more electron - jon pairs) per unit altitude chﬁhge. Once a critical density is
rcached, the bulk Bf the energy is ;:lepositcd over a small range of altitude. This altitude
for maximum ionization varies with electron energy, ranging from 150 km for 1 keV
“electrons to 60 km for 1 MeV electrons [Rees, 1969]. At the typical night time VLF
| reflection 'heighf of 85 km [Inan et al., 1985], 40 keV electrons will provide maximum
“jonization, but electrons of higher energy will also cause substantial jonization [Rees,

1969]. A typical example of excess electron concentration versus altitude is shown in

41




Figure 29 For this simplified example a 0.2 sec. burst of isotropic 300 keV electrons at

a flux of 103 erg cmr2 s°! is assumed.
3.4 Perturbation of Subionospheric Wave Propagation

If the precipitating electrons have enough energy (E > 40 keV [Rees, 1969]), and a largé '
enough flux (~10-3ergs cm2s! [Inan et al,', 1985]). they can cause an appreciablc‘
change in the local electron concentration in the vicinity of the VLF reflection height.
When this occurs, the boundary conditions in this’ reflection region are aitered, and any
VLF signal propagating in the earth - ionosphere wavcguxdc under this reglon is
perturbed. Depending upon the resulting electron density versus altitude profile in the
ionosphere, and the waveguide modes that are signiﬁcap_t,_ both _thc amplitude and the
phase of the signal can be changed [Tolstoy et al., 1982].. | |

A typical profile of electron density versus altitude is shown in Figure 2-10, where the
effect of a 0 2 sec. burst of 300 keV clectrons has been added. Although the excess
clectrons are distributed over a range of altitude, in a complicated fashion that depends
upon electron energy distribution, pitch angle distribution, and ionospheric properties, a
number of simplified models for the consequences of this perturbation have been used.
These models were created to explain specific observauons and are extremely useful for
a coriéep_tual understanding of the Trimpi phenomenon, but as they are applied to largq_r.. _
sets of data, their limitations become apparent. These models are described here, and
comparison of thein to recent observations is discussed in Chapter 5. | | |
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Figure 2-10 Typical Whistler Induced Ionospheric Perturbation, The affect of the
typical excess ionization shown in Figure 2-9 on the ionospheric electron density shown

in Figure 2-1 is illustrated. The slight increase in electron density in the lower ionosphere
an also be viewed as a lowering of the lower ionosphere by~2km.

2.4.1 Reflection Height Lowering

The simplest model for perturbing a subibnospheric " signél was used for many years
e [Helliwell et al., 1973) and is known as Reflection Height Lowering (RHL). This mode]
makes several simplifying assumptions about the waveguide and the perturbation, The
first aSsuh:pﬁon is that of. horizontal symmetry in all features perpendicular to the

direction of propagation. This reduces the model to two dimensions, one horizontal o

direction along the line between the transmitter and receiver, - - one vertical dimensibh

between' the earth's surface and the ionosphere. This ”assumption is equivalent to
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Figure 2-11 Reflection Height Lowering. Tlustration of the refiection height lowering
mechanism, where precipitation Jlowers the altitude at which the VLF signal reflects off
the jonosphere, shoriening me_signal path, from transmitter o receiver. _

assuming that all perturbations in the ionosphere occur right on the signal path, between

receiver and transmitter, and extend far off the path in the pgrpendicular direction.

A second simflifmaﬁpn, is that reflection occurs at a specific altitude determined by the
electron concentration. If the prec.ipitaﬁon event causes an increase in the elcétron
concentration in the vicinity of this altitude, the altimde at, which the electron
concentration reaches the level required for reflection is Jlowered (typically by 1 - 2km '
[Inan et al., 1985]), as illustrated in Flgure 2-11. .When the Subionospheric wave tpﬂects
ata 10_\#_&: ahtitude, the total path lehg;h from transmitter 10 receiver is shortened, which
appears as 8 slight decrease in propagation time to the receive_r_._Thu%. a lowering of the
reflection héight appears as an advancement in the phase of the received signal. The
increase in electron _oongnuaﬁon in the lower ionqhsph_e,rg also increases the absorption
coefficient, making the ionosphere more absorbing, so the RHL con;:'ept:_ implies that
signals wgpld_ g;perie_pce a;_a__a:tenqation aswellasa phase advancement (Helliwell et ai., _

1973].



2.4.2 Off Axis Scattering

Recently, a new model, known as Off Axis Scattering (OAS), has been suggested
[Dowden: and Adams, 1988]. This model assumes that the signal propagating along the
great circle path from transmitter 10 receiver remains undisturbed. Instead, the:
precipitation event causes a localized patch of excess lomzanon at the bottom of the
ionosphere, near but not on this chrcct path. This patch then acts as a scattering center,
deflecting a portion of the signal it receives from the u'ansmmer back toward the
receiver. In its simplest form, this model is not concemed with the vemcal dimension of

the waveguide and can be illustrated as in Figure 2-12.

The direct signal path from transmitter to receiver is the shortest possible path, so any
signal on a scattered path will arrive slightly later than the direct signal. If the total -
scattered path length were more than 1,2 wavelength longer than the direct path (or if the
scattering center introduces an arbitrary phase shift), the resulting signal can cxpcriérice
both phase advancement and retardation. If the model assumes, as Dowden and Adams-
[1988] do, that the magnitude of the scattering does not vary significantly with distance

from the direct path, then phase advancement and retardation should be equally likely, as -
should amplitude enhancement and attenuation. This is an obvious consequence of the

fact that the scattered signal will have an arbitrary phase relative to the direct one. This

assumption;'fﬂbcs,' however, imply in general that large 'phase changes should be
associated with small amplitude changes and vice versa, and that simultaneous large
amplitude and large phase changes should be rare.

d g
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.- ' lonization | Scattered
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Direct Signal

Figure 2-12 Off Axis Scattering. An illustration of how a scattering center off of the
path from the transmitter to the receiver, could introduce a second signal path that
interferes with the direct signal. Note that this is a top view, the vertical dimension is not
shown. The right panel uses a vector 10 represent the signal amplitude and phase, and
shows that adding, to the direct signal, a small scattered signal with different phase will
change the amplitude and phase of the received signal. : Co

Tx.

2.43 Waveguide Models

Both of the perturbation models above use the ray approach to understanding the -
waveguide, making it easy to visualize the perturbation and its effect. An alternative

approach is to analyze the waveguide in terms of propagating modes as discussed above. =

Tolstoy et al. [1982] used a computer simulation to analyze the ionosphere and
propagation in the waveguide, and to determine the effect of localized changes in the
ionosphere. Initially, 10-20km sections of the ionosphere. were simply displaced -
vertically downward by 3 - 4 km, but later studies used estimated precipitating electron .
fluxes and energies to better represent the perturbation [Tolstoy et al., 1986], and obtain-

agreement with observed signal perturbations. In addition, the relative'magnitudes of the -

various waveguide modes have been established [Tolstoy et al., 1982; 1986], and .

allowance has been made for conversion between ‘waveguide modes by irregularities inco

the ionosphere [Pafpert and Snyder, 1972}.

An even more sophisﬁcited waveguide model is being developed [Poulsen et al., 1990],
which considers all three dimensions. This model utilizes the two dimensional waveguid;,
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Figure 2-13. Vector Sum of Propagating Modes. Vectors (A and B) representing the:
amplitude and phase of received signals propagating in two different modes can each
experience a phase advancement (from the original grey vector to the new black vector),
and yet the resultant sum may experience a phase advancement (left panel) or a
retardation (right panel), as well as an amplitude enhancement or attenuation.

 described above, including full analysis'of the wave in the ionosphere, and realistic

estimates of enhanced ionization versus altitude profiles in the perturbed region. This
new model includes the trealment of perturbations displaced from the direct (great circle)
path, and has revealed a wide range of pos51ble amphtude and phase changes, in

agreement with recent observauons

2.4.4 Multiple Mode Propagation

Since the earth - ionosphere waveguide supports an infinite number of propagating
waveguide modes (or ray paths), it is necessary to consider the oossibility' that the
received signal is a sum of several modes [Lohrey and Kaiser, 1979]. A perturbation in.
the ionosphere is likely to have different.effect on each mode.,' so Ithat the vector sum of
the modes tmmedtately after the perturbation of the jonosphere can be quite different
from the ongmal sum. Figure 2-13 illustrates the fact that two modes, cach expenencmg :
- a phase advancement can result i in a net phase advancement or retardation, depending
upon the relanve phases of the two modes Stmtlarly, amphtude enhancement and
attenuation are posslble This is pamcularly sxgmﬁcant if the phases of the modes are' |
such that the sum of all of the modes is small even though the mdmdual modes are large '
in magnitude [Lohrey and Ka:ser, 19‘79], as shown in Figure 2-14. Under these
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Figure 2-14 Large Perturbations Caused by Destructive Modal Interference. When
two strong signals propagating in different modes (represented by vectors A and B)

- combine in a destructive manner (j.e., a small difference between large values), smal
changesmeachmode(ﬁomtheongmalg:eyvectormlhemwblaekveetor)canmﬂt- :
mlargephasechangesandlzgerelanveamphmdechangamlhesum S e

conditions, it is possible to have a large change in the relative amplitude or phase of the

resultant vector, even though each individual mode changes by a small amount.

This mulﬁple mode concept can be applied to any of the perturbation models .describe_d
above, and will complicate all of .them'. Fortunately, detailed analy_sis of the
carth - ionosphere waveguide has shown that for most paths, only a few modes are
significant [Tolstoy et al., 1986]. In particular for long paths (> 10000 km) over sea..
water, a single mode will dominate (by ~ 9 dB), making the mode_ls more tractable [l_ina_n__
and Carpenter, 1987]. | -

2.5 Time Signature of Electron Precipitation Events

The mechanism for the Trimpi effect is. a seeuence of discrete steps. The whistlers
propagate up the field line, and . then resonate with energetic electrons The scattered: |
clectrons conl:mue down the field lme, someumes :mrror, and some of them ulnmately
penetrate mto the mnosphere In the ionosphere these electrons generate excess_ _
ionization, enhancmg the local electron density, thus perturbmg the submnosphenc VLF
radio signals. The electron dens:ty then slowly decays back to the z:s- aal concentration, _ |
by typical 1onosphenc processes of recombmanon and attachment. ’I'hxs.sequence of

physical steps leads to a characteristic nme_mgn_ature_forrthe Trimpi effect.
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Figure 2.15 Typical Trimpi Event Characteristics. A typical event shown at different
time scales, revealing the time characteristics. The top panel reveals the sharp onset and
slow recovery. The second panel shows the nearly exponential recovery, taking
approximately 150 sec. The final panel reveals the event rise time of approximately
2sec., and the onset delay of approximately 0.5sec. measured from the strong
atmospheric generated by the causative lightning discharge. This causative atmospheric
can be recognized as a spike on top of the received signal (arrows on the Jower panels).
Data are from the NSS transmitter, received at Stanford University, on 16 March 1987,
The three panels start at 05:00:01 UT, 05:22:30 UT, and 05:22:50 UT, respectively,

A typical Trimpi event is shown in Figure 2-15, where the characteristic time signatures
are apparent. The onset of the event is rapid, of order 0.1 - 2 sec., and is typical of the

wave - particle interaction ime in the magnetosphere [Chang and Inan, 1985b]. After its
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peak, the signal slowly returns to its pre-event level, over a period of 10 - 100 sec., which

is typical of the recombination time in the lower ionosphere [Dingle, 1977].

In addition to the typical perturbation events described above, a number of unusual
events have been identified, with different time signatures. There are two time parameters
that are characteristic of the commencement of a typical perturbation. The first of these,
called the onser delay time is the interval between the atmospheric generated by the
causative lightning discharge, and the start of the perturbation. This time, of order -
0.5 sec., is determined by the time it takes for the impulse to pfppagate hp the field Line,
interact with the energetic electrons, and for the perturbed electrons to travel down the |
field line to the ionosphere, and thcrcfore_dcpends upon wave ﬁ-equcncy; elcctron.
density, electron energy and magnetic field strength. The second characteristic
commencement time is the rise #ime mentioned above, which corresponds to the duration

of the electron precipitat_ion burst. This time depends uﬁoh the du'féttion of the -
wave - particle'imeraction and the electron bounce period, if some perturbed electrons

precipitate after one or more bounces.

“Early evcnts” have been observed wnh unusua]ly short onset delay nmcs (less than
0.1 sec.), and “fast events” wnh extrcmcly fast rise times (less than 0.05 sec.) have also
been reported [Inan et al, 1988c] Casua.l review of the data collectcd shows that the vast
majority of events have thc typical event tnnc mgnamre and atyplcal events such as these

will be left for consideration in mt_m'e_x_'esem'ch N
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- Chapter 3 - Experimental Apparatus

New high resolution, simultaneous amp_li_tu.d,c and phase data on a number of
subionosphc;ic 'VLF signals were necessary in order to investigate the unanswered.
questions discussed in Section 1.3. This need dictated specific requirements for the data
collection apparatus, and new equipmen_t was designed and developed for that purpose. =
Among the requirements for the new hardware were that it be easy to manufacture,

install, and operate, so that many systems could be built and deployed at a variety of

receiving sites. In addition, the receivers. were required 10 be tuneable and capable of

measuring both amplitude and phase, in order to maximize the variety of data collected at

each site. Finally, in anticipation of the large quantities of data to be collected, it was
necessary that the new hardware collect the data in a for;n that would expedite the

subsequent analysis of the data.
3.1 Prior VLF Research Equipment

Prior to this experiment, measurements of perturbations in subionospheric VLF signals .
were performed using several types of commercially available VLF recci\}ers, but these .
receivers had significant ﬁcrformahcc limitations. Most of the amplitude measurements
were obtained with six-channel fixed __frequcncy receivers built in'.the early 1960's by

Develico, Inc. Although these receivers have proven to be excellent and durable, they are .
based on discrete Germanium transistor technology, are becoming unreliable with age,

and spare parts are no longer readily availabic. In addition, a serious limitation of these .

Develco receivers is their fixed frequency design. It was impossible to retune a channel

10 another transmitter frequency without modifying filters (replacin_g inductors and .

capacitors) and replacing the crystal, a time consuming process.
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The few existing phase measurements were obtained from slightly newer receivers built
by Tracor, Inc. Although tuneable, these receivers were exn'emely complicated due to
their age (mostly discrete transistor technology) and their intended purpose (long term

fnequency drift measurements, with rapid retuning to other signals). Thcy were also' :

failure prone, being old and having been modxﬁed and repa:rod many tunes over the -

years. In addition, since they were deslgned for long term dnft measurements, as opposed o

to the measurement of fast permrbauons in phase as requmed for Trimpi event studxes, .

they required modification in a variety of ways in order to obtain higher time resofution
phase data. Unfortunately, the modifications affected the Stablhty and accuracy of the

measurements, limiting the usefulness of the data collected.

An even greater limitation in the previously available VLF data sets Was the means by
which the data were collected and recorded. Amplitudes and phases were plotted on real-
time analog charts. When interesting events were observed in real time, the Opefatof .
would increase the speed and amplitude gain of the charts, but the charts were generally
not monitored continuously, and this magnification could not be perfoi'med latef. The
quantity of higher resolution data was also affected by the subjective evaluation of the
operator as to whether events were interesting enough. Higher resolution data were _also a
obtained, in an intermittent”manner, by reoording the IF output of the receivers on analog g
recording tape, or by using detected amplitude and phase levels to drive VCO's (Voltage |
Controlled Oscillators) which were then recorded on analog tapes. These recordings were
limited by the stability of analog tape recordings, and as with the highei chart resofution,
tape rccordmgs were performed only when the operator dec:dcd that the data mented |
recording. . y S

Thus, the receivers in use lacked the flexibility to make amplitude and phase

measurements on many different paths at many different sites. In addition, they required |
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a skilled technician capable of maintaining them on a regular basis. The recording
systems in use provided only low resolution data on an automatic basi's. ahd required
continuous monitoring by a 'knowledgeable operator in order to obtain higher resolution

- information when interesting data were being received.
3.2 Digital Data Collection System

In order to address the requirements of ﬂexibiliry, stability, high resolution, automatic
operation, and easy post processing of the data, a new digital data collection sysiém was
developed by D. Shafer et al., at Stanford. This system was designed to collect a variety
| of analog signals, sample them at high resolution in both rﬁagnimde and time, and store
the results in an easily analyzcd dlgnal form. Although the details of the dcszgn of thls

system are described elsewhere [Shafer, 1988], an overview is prov1ded here.

The block diagram in Figﬁre 3-1 provides an overall view of the data collection system.
The first block in the system, contained in the A/D interfacc, standardizes the inconﬁng
analog signals, so that all channels are presented to the computer in the same form. This
circuit, repeated for each of the 16 channels supported by the data collecuon system
provides the followin g capabﬂmcs 7

- Gain. The analog signal is scaled so that all channels prgvide the same level of
output, between -5 V and +5 V. ‘

- Detection. The a.tnplitude of an AC'signé.l such as the IF oul:put'f'mm a radio
receivcr, is detected so that a slowly varymg 51gna.l proporuonal to the avcmge
amplitude of the IF signal is prowdcd L '

- Anuahasmg. The signal is ﬁltcred so that varia:ibns in Signal that occur rapidly

compared to the digital sampling rate do not distort the recorded results.
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- Offsets. A constant DC offset is added to shift the signal so that it can cover the

entire available range of -5 Vto +5 V. _
Each of these capabilities can be selected or bypassed, to match the characteristics of |

each individual signal.

The A/D Interface also contains a timing circuit that generates the clock signal used to
control the sampling of the data signals. This clock signal is derived from an external,
stable frequency reference, a_nd is synchronized to quvcrsal Time (UT) u_sin_g a s_igna.l
received from the National Bureau of Standards (NBS), via the GOES satellite.

The 16 standardized analog signal#_ar;d the sampling clock are then sent to the Analogto
Digital Convéﬁer in the computer. This circuit, undér the control of the computer, _. |
samples the analog signals, one at a time, and stores the result as 212 . bit digital value m
the range 0 to 4095, represéming -5V to +5 V. Each of the 16 channels is sémpled 100 -
times per second, but the samplling' is not un_iformly distributed over each hundredth of a
second. Instead, to maﬁmize the simultaneity of the samples, once every 10 msec., all
sixteen channels are sampled as quickly as possible, taking less than 160 usec. to collect .
the samples. The remainder of the time is used to process a_.nd_ store the samples. The |
individual samples for each channe} are averaged in programmable_: amounts yielding data

collection rates between one and 100 Hz.

The computer then labels the data with precise time information (typically < 1 ms error)
obtained via satellite from the NBS, and stores the resuit on digital recording tapes. The
1600 bpi, 2400 ft. tapes can typicaliy store between eig_h_t.and 24 hours of .;l_a__ta, depending
upon averaging rates selected. These tapes _.;ontain #11 of the data collected, with high

resolution in both magnitude and time, and are used for subsequent analysis. .

54



16 Analog Inputs from Receivers
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Figure 3-1 Digital Data Collection System. A biock diagram of the data collection
system, showing key features. The A/D Interface contains circwnits o standardize the . -
incoming analog signals and provide timing for the digital = :fing. The computer
samples the 16 signals, and stores the results on magnetic tape, - «¢ll as low resolution

plots. Precise timing is cbtained from a satellite receiver. S
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Because of the large volumes of data that can be collected in this manner, two additional
features were added to the computer system. One of these is a scheduler built into the
software for the computer allowing it to be prdgr_mnned to collect data only during
selec'tcd.timc periqu. At most sites, this feature v&as used to limit the data collection to
nightime periods. when perturbations are known to be more common [Leyser et al,

1984].

The second additional feature was the capability of generating low time resolution
summary plots of the récordcd data on the computer printer. To do this,. s'oftwaﬁ‘: was .
generated that would simulate an analog strip chart recorder output on the printcr.l Each
channel was further averagcd.to approximately 8 seconds per data point, and plotted with
several channels per page. These chai'ts, typically 15 to 20 pages per night, provide a
visual index into the high res_ol.utiﬁn data stored on tape. Periods of interest could be
readily identified on the summary plots and then analyzed in detail, using the data stored

on tape.

Thus, this digital data collection system, developed by Shafer, provides the following
new capabilities: | _
- Data collection at high resolution - one part in 4096 in magnitude and up to one
hundredth of a second in time. | |
- Simuitaneous _nieasmments on up to 16 channels.
- Data storagem a compﬁter readable form to facilitate subsequent processing.
- Low resolution summary plots of the data. '

- Reliability, ease of operation, and minimal operator intcrventiox.l.l_\

F ]
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3.3 Typical Radio Receiver

In addition. to the improved data collcc‘t.ion. systcm, this experiment required the
development of an improved VLF receiver that was tuneable, reliable, and capable of
measuring both amplitude and phase on a variety of signals. In order to maximize the
maintainability, and m{nimizc the design effort, this new VLF receiver design was based
upon standard radio receiver designs, but was adapted to meet the spéciﬁc requirements

of subionospheric VLF propagation reséarch. The basic function of any radio receiver is
to isolate one single signal from a large band of similar signals, and to det_cct the desired
l. information contained in that signal. To accomplish this a typical modern radio receiver
is built as shown in the block diagram in Figure 3-2, and functions as described below
[Smith, 1986). |

Starting at the antenna, the signal is first amplified by the preamplifier, so that the signals
of interest are substantially stronger than any noise introduced by the receiver. Then all
frequencies received that are not of interest are attenuated usihg a band pass filter, It is
important that this filtering be performed as early in thc receiver as possible, in order to
minimize the possibility of strong undesired mgnals saturating (or overloading) the
receiver and causing intermodulation or distortion. To further suppress undesired signals
and other distoﬁing effects, this filter is usuallj:r tuxiéablc and is made just wide enough to
pass the desired signal with its modulation sidebands, but not so narrow that pref:ise
tuning is required. Once the signals have been limited 10 a narrow band around the
_.desu'cd signal, further amphficanon is pcrformed by the RF (Radm Frequency)
| ‘Amphﬁer, in order to boost thc dcsu'ed sxgnal 10 the level requned by thc next stage
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Figure 3-2 Block Diagram of a Typical Radio Receiver. The major components in the
designofa typlcal radio receiver are shown [Smith, 1986). : _ . :

Early low frequency receive_rs stopped at this point, but modcm réceﬂers use a design_ :
called superheterodyne to improve the perfonnancc of the recewm'ﬂ*md aliow much
higher frequcncy capability. The performance of the RF stages descriaw;ﬁbove is limited
by the wide frequency range required. The RF filter must be tuneable over the entire

frequency range of the receiver, so it is difficult to make the filter stable, narrow enough,
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and sharp enoﬁgh to succcssfﬁ]ly_ select a single _signal in a crowded radio band. The RF o
Amplifier pcrformance is also limited by the requirement that it operate stably over the
entire frcquency rangc of the receiver. To avmd t.hese hrmtauons, a supcrhctcrodyne _ .'

receiver n'anslates the desn'ed signal to a ﬁxed (usually Iower) frcqucncy, called the

Intermediate Frcqucncy This translated signal is then filtcrcd and amphﬁed further usmg |

the ﬁxed frcqucncy Intcrmedmte Frequcncy ar Amphﬁer and IF Filter.

Frequency translauon is accomphshed by utilizing thc tngonomemc 1dent1ty that the
product of two sinusoids of different frequencies has two frequency components; one at
the difference between the two frcquenc:es and one at the sum of them. Also, if the first

of these sinusoids is constant in a.mphtudc and phase, then thc sum and difference 51gnals

will have amplitudes and phases that track the amphtude and phase of thc sccond

sinusoid, Thus, a superheterodyne teceiver has a tuneable Local Oscxllator (LO) that_ |
generates a signal at a frequency (o) which is offset from the incoming desired signal.
by the fixed IF frequency (o). This local oscillator signal is then mixed (multiplied)
with the incoming signal (@gg), after the RF stage, and the result is two signals, one at the
IF frequency (tgp - Wy = W), and the other at approximately twice the incoming signal
frequency (mRF+mw-20)RF+ ). This sum sigﬁal and any residual portion of the
original RF signal Lhat leaks through the mixer, are rejectcd by the IF ﬁltcr, so that only
”fthe dcsu'ed sxgnal shlfted to the IF frequcncy is lcft for subsequent processmg

While this 'sul.).er-heterodync techniquc. improvcs the re.cei.ver pcrformancé By mOWMg
fixed, low frequenéy .ﬁll.:eﬁng and aﬁlpliﬁcation af fhe IF stage, it does introdﬁce sefréral
':fé'omplications. The first of these is that the local oscillator must be extremely stable. Any
' noise, or fluctuations in the amplitude, frequency, or phase of the LO will appear as noise
' in the received signal. In addition, the LO usually does not generate a pure sinusoid, but

instead produces some harmonics, or multiples, of the desired frequency as well. These
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harmonics can mix wit.h other signals coming from the antenna (at frcquencies of |

N x cow:ttou:), causmg addmonal undesued signals at the IF frequency Fmally. the | )
mixing and IF ﬁltenng is mscnsmve to the polanty of the frequency dtfference, SO the N
LO srgnal when mtxed with the mcommg sxgnals, will select not only the desued mgnal |
at 0o + O but also any undesired mgnal at o - Opp. This undesired 31gnal is refetred
to as the i unage sxgnal and can be mrmrmzed by usmg more sophtsttcated mixer desxgns
Interference from both the image signal and any undesu'ed harmonic signals can be' N
further reduced by a well desrgned RF filter stage which prevents these srgnals from
reaching the mixer. A more effecnve method of eliminating mterference from both the
image and the harmonics of the LO is to use an IF frequency that is higher than the
highest desired RF 51gna1 frequency. Thts means that both the 1mage frequency and the -
harmonics are outmde the desrred tunmg range of the RF system, so the RF ﬁlter need not | |
be tuneable, and the LO s1gnal need not be spectrally pure. The drawback of this

approach is that the IF s..ystem must opcrate at a tn_uch .higher frequency,'and therefore
requires more e_xpensive componente, more careful design,.and more sophisticated test_'

equipment,

Once the desu'ed 51gnal has been tsolated from the rest of the frequency spectmm the |
final task of the receiver is to detect or demodulate the 51gnal Thts involves exn'acung
the desired mformauon, which is slowly varymg compared to the radto sxgnal from the |
carrier signal itself. For communication purposes, the information can bé contained in the _
variation of amplitude (AM), frequency (FM) or phase (PM) of the sxgnal and whrch of

these modulauon sehemes ts used wﬂl determtne what type of detector is reqm.t'ed



3.4 Tuneable VLF Research Receiver

Although this superheterodyne recév'ér design was use& fbr the new VLF research
receiver, there are a number of uniqué considerations that enter intd t.hc.design of a
‘rccciver for VLF 'propagaﬁon research instead of for communication or navigatiori
';'i)urposes These conmderanons impose different requlrements on some of the

componcnts in the block dJagmm of the receiver.

:;The first of these considerations is the wide tuning range desired fbr the receiver. _Trimpi
“events have been regularly observed on signals ranging from Lhé Omega ansmitters near |
10 kHz [Leyser et al., 1984] up to AM broadcast band signals ncar 1 MH:z [Carpentef ét
al., 1984]. Many receivers ai'e commercially | available for the moi'é co.:.'nmon
communication frequencies above 200 kHz, so this rec§ivcr was design_cd to cover the

range of 10- 100 kHz, with the possibility of operating as low as 2kHz, in ordér to

accommodatc the research wansmitter at Siple Station, Antarctica. The additioﬁal o

requlremcnt that the receiver be capable of accurately measuring phasc, suggested that _
the tuning be performed d1g1tally for better precision. This combination of digital tuning
and wide tuning range, implied that it was not practical to design a tuneable RF filter to
cover the range, and sﬁll reject strong out of band signalé such as LORAN navigation
 transmitters at 100 kHz and nearby AM broadcast stations starung at 540 kHz. Instead,
:"'t.hc RF filter was des:gned asa ﬁxed bandpass filter, passing the entire rangc of interest N

":'(10 90 kHz), and suppressing all signals OutSIdc this range. To accomphsh this, a
2- polc high pass filter at 10 kHz is uscd to reduce s1gna1s at 1 kHz by 40dB anda

6 - pole low pass Bessel ﬁlter at 90kHz attenuates IOOkHz mgnais by GOdB and alI' .
higher frcquencles by at least 40 dB. | '
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This decision to simplify the RF filter imposed further constraints on the LO, since the
RF filter did not limit the presence of signals near harmonics of the LO frequency. One
solution, as descnbed earher would have been to place the IF frequency above the
desireq RF range, but thls was rejected in favor of szmphcxty AnIF stage above 100 kHz
would have required custom passwe IF filters mstead of simple act:ve ﬁlters. and would‘ |
have requu'ed a second mixer and IF filter stage to uanslate the frequency down toa Iow. |
frequency for phase measurement The alternative was to de31gn the Local Oscillator so

that its harmonic content was minimal. In order to maximize the phase resolunon, while
keeping the IF frequency well outside the RF signal band, an IF frequency of 1 kHz was

chosen., Clea:ly, for RF signals near 100 kHz, the harmonic content of the LO would not
be a problem since the second harmonic of the LO (at 99 kHz) would be at 198 kHz, well
outside the RF pass band. However, if the desired signal were at 10 kHz, the LO would g
be at 9 kHz. Under these condmons, an LO harmonic at 18 kHz for example, could mix
with 19kHz or 17 kHz signals (whxch would pass through the RF filter), causmg -
additional mterfenng signals at the IF frequency of 1 kHz. Since the 12th harmomc of the N
lowest LO frequency © kHz) is outside the pass band of the RF ﬁlter it was necessary

that the LO substanually suppress at least the first 11 harmonics of its signal.

The desire to make high time .resoluticn :phase measure:nents .imp.osed 5 second |

requu'ement on the Local Oscillator. The frequency 1o whlch the LO was tuned would |
have to be precise, or the shght difference i in frequency between the LO and the xecetved_
signal would appear as a rapid dnft in thc phase measurement. In addmon, the LO would‘ .

have to have very. low phase nmse, to avmd mtroducmg ncuse into ‘the phase_'

measurements. In order to address aLl of these requu'ements, a umque Local Oscﬂlator: N

was designed, as shown in Figure 3-3. The precision frequency requu'ement was met by

using a2 Phase Locked Loop (PLL) circuit to lock the LO signal to an external 1 MHz.

frequency reference. The frequency reference was obtained from an ovenized crystal

oscillator that was periodically (a few times per month) adjusted to the precise frequency.
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The PLL circuit uses a Voltage Controlled Oscillator (VCO) to generate a signal at 200
times the desired LO frequency. This VCO frequency is divided by a variable amount to_.
obta:m a fixed frequency of 5 kHz. The external reference is also divided down :o SkHz
and the two 5 kHz signals are compared Any d1fference in frequcncy or phase between

the two signals causes an error voltage which 1s,use;l to correct the voltage to the VCO.

Thus, once the loop étabilizes, the VCO runs at a constant freq’ucn.cy and .phase, where
the frequency is determined by the d1v1der ratio between the VCO and the 5 kHz_:
comparison frequency The ratios were chosen so that the LO could be tuned precisely
over the frequency range 9 to 101kHz in 25 Hz increments. Further detail on the
- opcraﬁon of this Local Oscillator is available in the VLF Phase Receiver Preliminary
Operating and Seﬁice Manual [Wolf, 1988].

To solve the additional problems of low phase noise and low harmonic content, the VCO
operates at 200 times-the desired LO frequency. This division by 200 automatically
reduces the phase noise of the VCO by a factor of 200 [Smith, 1986), yielding typical
peak phase noise of less than 0.2° (comparable to the resolution of the 12 - bit analog to
digital converter). The division by 200 is implemented as a divide by 8 followed by a
divide by 25 so that this last division can be used to generate a 25 point digitally
synthesized siqpso_id. This 25 - point per cycle synthesis,.using 8 -bit resolution

decreases the ﬁrst 11 hé_nnonics by at least 58 dB.

. To simplify the clrcmtry, the funcuons of the d1g1tal smusoxd symhes:s and the mixing
with the RF sxgnal are combmed ina Muluplymg Digital to A - rjg Converter (MDAC)
This smgle mtegrated circuit scales an analog mput (the RF signal) by a fracnon,
determined by the digital inputs (in this case the values of the LO sinusoid), yleldmg an

analog signal that contains the product signal. This simple mixer does not perform any
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Figure 3-3 Block Diagram of the Local Oscillator. A simplified block diagram of the
Local Oscillator portion of the new VLF Research Receiver. The PLL locks the oscillator:
t0 an extemal precise 1 MHz reference for high stability. Phase stability and low
harmonic content are achieved, as explained in the text, by operating the oscillator at 200 .

times the desired frequency.



image rejection, but the VLF band of interest is not crowded with transmitter signals, so
interfering images were not expected to be a problem. Instead, the LO was designed so
that the_o'perator could select whether the LO was above or below the desired signal, on
the assumpt.io;that at least one of the two choices would gencraliy not have an
interfering image signal. While these assumptions about the VLF Band are valid, they did |
not allow for the possibility of locally generated interference. Elcctronié equipment such

as computers, and especially video terminals generate many weak coherent signals in the
VLF band, and if located near the experimental receiver, these signals can interfere with
reception. These local signals tended to cause an interfering image problem at some
receiving sités using high technology equipment such as Stanford University. To solve
this problem, a modified mixer was developed that suppresses image signals by up to
40 dB. The original receivers were deployed at sites such as Palmer Station, Antarctica

that do not have a significant interference problem.

After the Local Oscillator signal is mixéd with the RF signal, a narrow IF filter, with a
3 dB bandwidth of 500 Hz, is used to isolate the desired IF signal, and reject all other
mixer products. This bandwidth is chosen so that it passes the entire spectrum of the
modulation on the VLF signals with constant amplirude. The IF signﬂ is amplified
further, and then directed to the A/D Interface, described above, for amplitude detection.
This IF signal is also supplied to the Phase Detector circuitry shown in ?igure 34 and
described below. - : ' .

Most of the signals being studied are modulated using a digital frequency modulation

scheme called':'Minimum Shift Keying (MSK) [Carlson, 192° MSK is derived from the
more familiar FSK (Frequency Shift Keying), where two different frequencies are used to
represent the two digital bits. To minimize the transmission of spurious signals, and the

stress on the transmitter, FSK signals usually switch frequencies only on zero crossings

- 65



in the RF signal; thus, each of the two frequencies completes an integral number of

cycles in one bit timc. As a result, if one of the frequcncics completes N cycles in a'bit y

time, the narrowest bandwidth FSK 'signal would have the other. frequency complete
N + 1 cycles in one blt time. MSK furthcr reduces the signal bandwidth by completing N
and N + 1/2 cycles per bit time in the two frequencies. This still allows switching bits on

zero crossings, but now, in order to maintain Phase continuity, each of the two

frequencies must be available at two phases 180° apart. As a result, when MSK signals

are received, there are two possible frequencies, and each frequency has two possible

phases, depending upon the message in the signal [Carlson, 1986].

To eliminate this 180° phase ambiguity in the received signal, the IF signal is multplied =

by itself in a second mixer, doubling the frequency to 2 kHz. After doubling, the signal
will alternate between two nearby frequencies, _typic;al_ly 100 Hz apart, with typical bit

durations of 5 msec., representing the binary data being sent in the message. At this

point, in order to perform phase measurements, the signal must be demodulated and the

phase measured scparatély on each of these two frequencies.

For simplicity, this receiver selects just one of these two frequencies and measures the

phase on it using a very narrow filter (3 dB bandwidth of 60 Hz). A Phase Locked Loop ..

is used to flmh:l_' filter and average this one frequency, and also to act as a “flywheel”,

maintaining the phase measurement when the received signal is momentarily on the other

fmqucncy This averaged 2 kHz signal is then compared in phase to a 2 kHz reference
denved from the external 1 MHz signal, yielding the desired slowly varying sxgnal

propomonal to the phase difference bctween the mcommg signal and -*= refcrcnce

"
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Figure 3-4 Block Diagram of the Phase Detector. A simplified block diagram of the
Phase Detector portion. of the new VLF Research Receiver. The narrow band filter and
PLL isolate and track a single side band of the modulated signal, doubled in frequency.
The phase of this signat is then compared to a reference 2 kHz signal derived from the
external 1 MHz oscillator, '

The step response of the phase detector is determined by the integration time inthe PLL
and represents a compromise between the ability to track the phase of a weak, noisy
signal, and the desire to measure the detailed timing of Trimpi events. To maximize the

flexibility of this compromise, this integration time is manually adjustable between 20
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and 100 msec. This permits the operator to set the receiver for the maximum step
response possible while still tracking the received signal. All step responses are specified

as 10% - 90% rise times, and have less than 5% overshoot. -

Another aspect of the design that is unique to VLF research receivers is the noiée.
performance. For most communication receivers, low noise design is required, so that the
 receiver does not generate noise that would overwhelm a weak signal of interest. For
subionospheric VLF research, this is not a severe constraint; experience has shown that;:
in general, many VLF signals exceeding the noise (within 200 Hz signal bandwidfhs) by
20 10 30 dB can be found at each observing site. In addition, atmospheric noise external
1o the receiver is strong, implying that even a moderately low noise receiver design, when
used with a low noise preamplifier, can render receiver. noise insignificant. Another
factor affecting receiver noise performance is that the atmospheric noise in the VLF

range is not Gaussian in nature [Field and Lewinstein, 1978].

The external noise at VLF frequcnciés consists of two strong components. One of these
components is man - made coherent signals. This interference can be other radio
mansmitters in the band, or accidental transmitters such as high voltage power lines,
video terminals, computers, and other electronic equipment that inadvertently radiate in
this frequency range. These signals can be very strong, but are typically éonfined to a
limited band of frequencies, 50 while they may qvénvﬁe_h one desire“d.signal, they. are
‘not likely to affect oﬁer nearby sign#ls of intercsi. 3 o

The other dominant noise component is radio atmospherics, as descr;f\l;cc}:i_n Section 2.1.3.
These lightning - generated radio frequency impulses can be muc“ _stronger than the

desired signal, but are very short in duration [Field and Lewinstein, 1978]. In some areas, -

such as the eastern United States in summertime, these atmospherics can occur tens or ~ © -

hundreds of times per second, nearly continuously obscuring the desired signals. Because
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the atmosphencs are so strong, suppression of them must be bl.nlt mto thc receiver. A'
receiver that does not carefully limit the effect of atmosphencs will most likely
experience saturanon and other nonlinear effects when strong impulses are received.
Thése nonlinear effects can then cause intermodulation or other subtle forms of distértion
- on received signals of interest. Eliminating such distortion is particularly important in
‘ st_udying transient phenomena such as Trimpi events. Intermodulation could cause an
event at one frequency to couple into a.' second frequency, yielding a false correlation
between events at two frequencies. Saturation could result in a temporary alteration of the
_ receiver gain, causing a false Trimpi event, or distorting the temporal signature of the
recovery of an actual event. Thus, while low noise performance is not critical for a VLF
receiver, atmospheric impulse suppression is very important. To achieve this, fast
responding clipper circuits (turn on time < 1 psec.) were employed to limit the impuls_ive

energy reaching the detectors.

An overall block diagram of the tuneable VLF receiver described above is shown in
Figure 3-5, and the performance specifications of this new receiver are listed in Table 1.
The features that make it uniquely suitable for subionospheric VLF propagation research
are as follows:
- The Receiver is tuneable over a wide frequency range.
- The Local Oscillator is phase stable and has low harmonic content, allowing 7
accurate phase measurements.
- The IF filter is wide enough to minimize feedthrough of modulation into amplitude
measurements.
- The Phase Detector filter has a narrow enough bandwidth to select a single
sideband component for phase measurement
- Fast responding clipper circuits minimize overloads caused by impuisive noise

such as atmospherics.
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- The construction is modular to provide a multichannel, low cost unit that is reliable

and easy t0 operate and maintain,
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Frequency Range: _

3 dB Response: . 10 - 90 kHz
20 dB Response: . 2-98kHz

Receiver Bandwidth (3 dB):
Amplitude Measurement (IF): 500 Hz
(6-Pole, 0.1 dB Chebyshev Filter)
Phase Measurement: . 60Hz

(4-Pole, Butterworth Filter)

Dynamic Range:
Adjustable RF Stage Gain: 58 dB
Adjustable IF Stage Gain: 70 dB

No Automatic Gain Control at IF Stage

20 dB Automatic Gain Control in Phase Detector

Transient Response (10-90% rise time):
Amplitude (typical): 10 ms
(depends upon éxternal detec:or)

Phase (typical): 20 ms
(adjustable up to 100ms)
Phase Tracking Performance:
~Minimum SNR in 300 Hz BW: 16dB

Tracking on One Side Band Only
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IF Filter
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: '
IF Phase
Amplitude - Output
~ Output

Figure 3-5 Block Diagram of the VLF Receiver. A simplified block diagram of the
new VLF Research Receiver. Similarity to the typical receiver shown in Figure 3-2 is'
obvious. Some of the unique features of this receiver are described in the text.
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Chapter 4 - Data Analysis

One of the objectives of this experiment was to compare occurrence rates and magnitudes

of perturbations (both in amplitude and phase) in propagation data collected from several ‘_ '_

sites over extended periods of time. Therefore, it was imperative that a procedure be
developed that would identify and measure perturbations in a consistent manner. The |
procedure developed to provide reliable results involved a number of separate steps,
beginning with recognizing and correcting known instrumental errors, and ending with

the measurement of the size and temporal signature of each event.
4.1 Instrumental Effects

The limited accessibility of the Antarctic dictated a rapid development schedule, so ﬁnai _
testing of the new hardware was left untl after field deployment. Once data collection _
began, it became apparent that the phase data contained several instrumental effects (such
as rapid excursions in the measured phase through a full cycle before returning to the
measured vah_:__e) which had not been visible in labqratory tests of the phase re_ceiver..
While improvements in the design were being developed, the aiready deployed receivers
were being used 10 collect research data, despite theinstrumental. effeets These effects
have been attnbuted to two factors that were expected to comphcate phase data, but |

_ could not be adequately sunulated in the laboratory dlmng system development, without | _
spema.hzed test equxpment. '

The ﬁrst of these complications is the presence of niodulétion he recewed sxgna.l The
VLF communication sxgnals being measured typxeally convey« binary information by
swnclung between two different near-by frequencies using MSK (Minimum Shlft
Keying) modulation. However, to avoid the complication of demodulating the signal, the
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phase receiver was designed to track the phase of only one of these frequencies at a time. - '
To measure the effect of this rapid su.ritching to a near-by, undesired frequency during
receiver development would have required the purchase of an expensive MSK modulated
synthe51zer or the development of specrahzed test equtpment, neither of w}uch was
pOSSlblc w1thm the constraints of this pro;ect. Thus, it was not until compiete system' "
integration after field deployment that the consequence of thrs swrtchmg was fully
realized. ' '

The effect of impulsive attnospheric noise on phase measurements was the second
complicating factor which was not fully realized before .deployment. These impulses, or :'
atmospherics, described in Section 2.1.3, are the radio signatures of hghtmng strokes and
can have broadband intensities that are substantially stronger than the signal betng
investigated The dme signature of these impulses is variable and difficult to simulate,

but receiver circuitry was desrgned to hmtt the magmtude of these unpulses, as d:scussed o

in Secnon 3 4.

Both of these complications appear as sudden large changes in the inco.ming. si.gna.l'
which might momentanly obscure the phase of the desired 51gna1 The phase
measurements are obtatned usmg an exr.remely narrow band (60 Hz) Phase Locked Loop ” _ :
circuit, as described in Chapter 3. In order to achieve the des:red htgh tdme resoluuon,.
this loop was only margmally stable, and so could momentanly lose” the sxgnal when
sudden changes in the srgnal occurred To minimize these effects in the future pomons_

of the receiver have been redesigned to further reduce the influence of both modulauon |

and atrnosphencs However, a large and tmportant database has been collected contaznxng-

these mstrumental effects SO software was developed that could scan the collected phase o

data, recogmze and 1solate mstrumental effects, and where p0351ble correct them '
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4.1.12hm§:am:hing__ o

The instrumental cffocts that obscure the phasc data fall into two general catcgoncs
W-cycle slipping, and phase switching. Phase sthchmg is a consequence of the use of a
dual range in the phase output The phasc rccelvcr rcsolves phase only over a half cycle
(180°) range, but phase data are inherently cyclic in nature, and as the phase reference

drifts with time, the measured signal phase drifts through 180" and back to 0°. The

measured data have noise superimposed on them, causing them to fluctuate around the

_true phase value. As a result, when the data get near 1807, they can fluctuate rapidly

between near 0° and near 180°. This rapid switching across the full'measﬁrement range
would obscure any useful information in the data', s0 a technique was required _that would

minimize this switching. The solution was to have the phase receiver provide the

measurement over a full cycle range, -180° to 180", with the two half cycles being

equivalent. As above, the first time the measurement exceeds 180°, it will switch to the

equivalent point near 0°. Now, however, this point is in the middle of the measurement

range, so the measurements can fluctuate around 0" without switching back to 180°.

Thus, a single smooth transition is made from 180" to 0°, even in the presence of noise.

This dual range capability in the phase output leads to occasional phase switching. Every

_ measured phase value now has two points in the output range that correspond to the

~ measurement, and the selection of which of these two points is used is__bas;d upon the
history of the data, as stored in the circuitry. Sudden changes in the signal, such as stong
__ bursts of noise or switching to the other modulation frequency, can obscure this stored

history, causing the output value to abruptly switch to its ez, :lent point, differing by

| 180°. Thus, the dual range capability is a compromise that avoids rapid full scale swings

when the data are near the extremes, but allows occasional rapid half scale swings

clseivhere_ in the data, triggered by random, sudden changes in the received signal.
Although possible at any point in the data, phase switching is most common with weak
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Figure 4-1 An Example of Phase Switching. Phase data (plotied as 1,28 sec. averages
of 'S0 Hz samples) containing an example of the instrumental effect called phase -
swilching, where the phase measurement abruptly jumps from one value lo an equivalent

one 180° away. These data are from the NSS to Sianford path, starting at 08:00:01 UT on
16 March 1987. .

signals, and near the extremes of the measurement range (-180° and 180°). An example of -

this phase switching found in the data is shown in Figure 4-1.

4.1.2 Cycle Slipping

Cycle slipping is a result of using a Phase Locked Loop (PLL) circuit to track the phase
of the incoming signal. A PLL has an internal oscillator that is continually adjusted to

keep it synchronized (or locked) with the incoming signal. This locking to the signal

allows some filtering and averaging to be performed on the phase of the incoming signal, =~

by limiting the rate at which the PLL can respond to rapid changes in phase caused by
noise. The PLL oscillator also serves as a storage element, maintain. ° ‘he phase of the
desired incoming frequency component when the modulation causes the signal to switch

momentarily to the other frequency.

76



Phase (deg.)

-180 1 1 1 1 | 1 1 1 1
Time (sec.)
Figure 4-2 An Example of Cycle Slipping. Phase data containing an example of the
instrumental effect called cycle slipping, where the phase measurement abruptly loses
lock on the signal and drifts through one cycle before locking onto the signal again. At
0.9 sec. after the beginning of this graph, the phase measurement suddenly advances
rapidly to 0%, switches to -180°, and continues advancing through one cycle, retuming to
the correct phase measurement when again locked onto the signal. Note that the fast
slipping of the phase compared 10 the data sampling rate of 50 Hz prevents the recorded
data from reaching to the extremes of 0° and -180°. These data are from the NPM to
Palmer path, starting at 04:01:18 UT on 12 May 1988. Individual 20 ms data samples are
plotted. ' : ' e

While improving the phase wacking capability of the receiver, the PLL inn'oduq_es the
complication of cycle slipping. Since phase is measured on the PLI. oscillator which is
locked to the incoming signal, it is possible for the circuit to momentarily lose lock,
- allowing the oséillator to drift off in frequency, thereby causing the phase measurement
to drift. This can be causcdr by a brief loss of thé incoming signal, a burst of noise that |
alters the averaging i.nformatidn. stored in the loop filtcr,_qr. by an input data stream thaﬁ
“keeps the_ ihodulatcd signal on the runtr_ac;ked_ _frequgncy for an ex_tcnded period of time. |
| When the loop loses lock, it.ra_pidly drifts through one or scveral complete cycles of B
-.. phase before it relocks to the s_ignal. It is also possible for the loop to start to drift oﬁt of |
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lock, and then guickly recover and lock back onto the signal after drifting only 20 - 30° -

off in phase.

As with phase switching, cycle slipping is most common with weak signals (such as at
dawn ax;d _dusk), but unlike phase switching, n is frequently not apparent in low
resolution data. The measurement typicallyl loses lock, drifts through a fﬁll'cycle or two
and relocks within 0.1 sec., and remains locked at least half of the time. As a result, low
resolution plots of the averaged data show a smooth and steady line resembling correct | _
data, Unfortunately, this avéragc is shifted off of the ﬁ'uc value by the cycle slipping and |
so is affected by the duty cycle of the locked versus ﬁnlocked times. At high resolution,
cycle slipping is readily recognized by its high slope (change in_phaée with time), and by
the fact that it always comj:letés an integral number of cycles aﬁd returns to the
previously measured phasé value. thn obséfve& in real time, cycle slipping can be
eliminated by adjustmg the receiver gam 10 boost the signal strength into the. phase
detector, proving that it is an mstmmcmal cﬁ'cct. An example of cycle slipping found in

the received data is shown in Figure 4-2.
4.2 Correcting Instrumental Effects

The software developed to con'cct these mstrumemal effccts docs SO by pcrformmg
several tests on the data. First and most unportamly, it recogmzes and corrects the phase'
switching, by selecnvely translatmg data points up or down by 180°, to maintain the
continuity of the averaged phase record. In addmon. the software identifies mdxvxdual B
data samp]es that are part of patterns that match the mstrumcnt'*i fffccts (and that :

therefore are hkely to bc c:roneous samplcs), and cxcludes them from any data analysm

_Finally, it uses nonhncar filtenng tcchmques to recogmze and ehmmate any mcon'ect
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Figure 43 Correction of Phase Switching in the Phase Data. A demonstration of the

abmwofﬂuswfmewcmuwmmmuleffectcalledphasemang.and .

improve the continuity of the phase data. The top panel contains phase data as recorded.

melmpmdshuwsmemedaulﬁupbmsmmhmgandodmmmmme&‘ects.
ehmmaeiMdammﬁommeNSSmmm.asmvedatSmnfad_

University, stanting at 08:00:01 UT on 16 March 1987. In both panels, 1.283ec averages

of 50 Hz data samples are plotied.

" samples that are the result of cycle slipping. The recognition of these instrumental effects |

g complicated by the filtering and averaging of the measurements that is performed by
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Figure 4-4 Ability of Data Correction to Reveal Events. An enlargement of the
central portion (near 1800 sec.) of the plots in Fxgure 4-3, Even at this higher resolution,
the event at ~ 300 sec. is hard to recognize in the uncorrected data (top panel), but is
clearlyvmblemﬂwcmecwddata(lowerpmel) These data are from the NSS
transmitter, as received at Stanford University, starting at 08:25 UT on 16 Mamh 1987

Inbothpanels. 1.285ec. averagesofSOszatasmnplesareploned.

the data sampling system before the data are recorded. Both the phase switching and

cycle slipping occur rapidly (large phase swings at rates of 1000° / sec. lasting for
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~ 0.1 sec.) in comparison to real data changes, but these effects are slowed down by
averaging in the recording system, and may not be apparent at all in low resolution
plotted data. '

The software recognizes phase switching by creating two consecutive one second
windows and then scanning fhese windows through the data. The data points in each of
the windows are averaged together and the two averages are compared. If the two
“averages differ by at least 150", all subsequent data, starting with the second window is
'E’;L'u'anslated up or down by 180" to pfovide for more continuous data, These phése switche_s
typically occur almost instantly (within a few milliseconds), but the averaging in the
sampling system causes them to take approximately 0.1 sec. in the recorded data. As a
result, the data samples collected during this transition have erroncous values between
the two equivalent phase values. The presence of these intermediate values complicetes
~ the detection of phﬁse switches because adjacent windows will not differ by 180", but
instead will differ by a lesser amount depending upon the number of erroneous
intermediate va.lue_e present in each window. To avoid this problem, the two windows .
used for averaging were separated by a gap of 0.1 sec. When a phase switch was located,
the points within this gap were then marked as etroneous and unusable points, since they
7 ]ay between the two poss:ble correct phase values and their correct value could not be
'::'jdetermmed An example of the effecnveness of con'ectmg phase sthchmg is shown in:
j,:~-F1gures 4-3 and 4-4 : R

Two different limiting techniques were employed to minimize the distortion of averaged

data by both cycle slipping and impulsive noise. First a dynamic limiter was developed

that would maintain a Tunning five minute average of the data samples, and limitany

individual data samples to less t.han 20° (the largest phase cvent found in this analys1s -

was 16° and events larger than 10° are rare) on cither side of this average (any samples
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F:gure 4-5 Correction of Cycle Shppmg in the Phase Data. An example of the abxhty

of this software to correct the instrumental effect called cycle slipping, and improve the

continuity of the phase data. The top panel contains phase data as recorded. The lower

panel shows the same data after correction of instrumental effects. Note that the.
correcting program simply marks suspicious data samples with a flag.. How this

information is utilized is up to the user. This particular plotting program replaces the -
suspicious samples with the last acceptable sample value (so suspicious areas become

horizontal line segments). These data are from the NPM transmitter, as received at

Palmer Station, starting at 04:01:18 UT on 12 May 1988, Individual 20 ms data samples

are plotted in both panels. T y s .

outside this rénge wefe limited to $20°, and marked as éfroneéus). Thesecond limiterisa

slope limiter. 'I‘he.cyclc slipping was found to have a substantially greater slo'pé= than any
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real data effects, so the software rccogmzes any sudden stcep slopes (slopcs in excess of

600" / sec.) and marks all pomts on the steep slope as erroneous.

Note that this program only marks suspicious data with a flag; it does not replace them
with other values or- alter them in any way. For this analysis, data were generally plotted
at relatively low resolution, with niany data samples averaged together. In this
application, the averaging program was written to exclude any suspicious samples from
t_l_1e average, providing a more accurate average. When data were examined at high
resolution, the suspicious points.wcre plotted in a different color, making it clear that
they were suspect, but allowing the user to decide how to use the information. The ability

of this program to identify cycle slippin_g is illustrated in Figure 4-5.

This series of tests and corrections was found to successfully improve the detection of
VLF phase perturbation events without causing any false bcrturbations. As further
protection against inadvertently creating false events, all data samples that were corrected
by the software were marked with identification flags so that the original data could be
recovered if necessary. The corrected data set could then be averaged and plotted instead
of the original data providing a substamially clearer view of the phase data, as seen in
- -Figures 4-3, 4-4, and 4-5. A listing of the program that achieves this appears in
I_: Appendzx B.

4.3 Event Recognition

Once the techmque for correcting instrumental effects- in the phasc data had been
developed it was possxble to analyze all of the amplitude and phase data ina systemanc. :
and consistent manner. It was not practical to correct and replot all of the phase data .

collected, but cycle slipping typically would not obscure event occurrence, it would only
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Figure 4-6 Example of Low Resolution Data. Low resolution digital plots (resembling |

this scale, eventscanbe

recognized but not measured. These daa start at 1:00UT on 16 May 1988. For

At
publication here, the original chart was reduced to 68% of full size.

into the data. The right panel contains the phase of NPM as received at Palmer, and the

Ieft two panels contain the corresponding amplitude (from two different receivers). In -
each panel, the solid line represents 1 sec. averages of the sampled data (50 Hz sampling

on the right two panels and 20 Hz sampling on the left panel),

analog charts) such as this are generated when the data are collected, as a graphical index
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distort the event magnitude. Phase switching could obscure events, as demonstrated in
Figures 4-3 and 4-4, but occurs relatively infrequently, and typically lasts for less than

15 min. at a time. Thus, the procedure used for event recognition was as follows:

FirSt, all of the low resolution summary plots, generated by the data collection system,
such as that shown in Figure 4-6 were reviewed, and periods of time (typically several
hours long) that appeared to have characteristic perturbations (the specific criteria are
defined below) in either amplitude or phase were identified. Since the majority of these
events were very small perturbations and the low resolution graphs were printed with
several channels per page, it was difficult to resolve the magnitude and the characteristic
shape on these graphs. Instead all of the time periods identified as having possible
activity in this first step were processed by the phase cormecting program and then
replotted at much higher resolution, using the high resolution data recorded on the
magnetic tapes. The replotted data used an amplitude range of 15 - 25% of the full scale
. range used on the original graphs, and a typical phase range of 72°, as compared to 360°
on the original graphs. In addition, the time axis was expanded by a factor of two, to one
hour per page, and only a single receiver (one amplitude and one phase channel) were
plotted on each page. This replotting effectively magnified the plotted area by a factor of
15 to 20, making it possible to consistently recognize events and measure them with 2
resolution of 0.1 dB in amplitude and 0.5 in phase. 0.64 sec. time averaging was used in
the replotted data, in order to provide smoothing of the data and to maximize the
consistency of the perturbation magnitude measurements. An example of these replotted.
. data is shown in Figure 4-7. -
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Figure 4-7 Example of High Resolution Replotted Data. The second hour of the data
shown in Figure 4-6 is replotted here at higher resolution; using 0.64 sec. averaging of

the 50 Hz samples. On this scale, events and their magnitudes are clearly recognizabie.
These data start at 11:00 UT on 16 May 1988. For publication here, the originat plot, = -
used for measuring events, was reduced to 85% of full size..

After the data were plotted in this manner, the next step was to identify all events. As =

described in Chapter 2, the classic Trimpi event involves an abrupt change in amplitude - -

or phase occurring over a period of approximately 0.1 to 2 second, fo! | =d by the signal
recovering to pre-event levels in 10 to 100 seconds [Inan and Carpenter, 1986] In typical

received data, other, longer term fonospheric and magnetospheric effects cause changes
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in the measured amplitude and phase of VLF signals. Thus, most events do not return to

the actual pre-event levels, but instead to a projected level the signal would have reached ' .

at that ume 1f the event had not occurred Taking this character of the srgnals mto
account, the cmena for recogmzm g an event were formulated as follows: ._ |
- Either the amplitude or the phase of the signal has an abrupt change, of at Ieast
0.1dB or0.5°, occurnng w1th1n two seconds |
- The signal returns to a subjecnve vtsually extrapolated pre-event level over a time |
of 10 to 200 seconds _ | ) -_ |
These criteria were found to con51stently identify characteristic events, but probably “
allowed a small fracnon of poorly defined events to pass undetected and not be 1ncluded ._
in the data analyzed. In particular, during penods when the signals exhibited other rapid
fluctuations, it was often impossible to recognize a return to pre-event levels. It should be
noted, however, that these occurrences were uncommon and appeared with e_qual
frequency on amplitude and phase and on all channels analyzed, so that the statistical
results comparing the behavior of diﬁ'erent signals would not be expected to be altered,

by the omission of these questionable events. | ,

The size of each.. of the identified events was determined by manually measuring the
--; magnitude and polarity of the change in both amplitude and phase. It was found that

measuring the pre-erent and post-event lcvels and then taking the difference introduced
substannal errors, whxle measuring the pre-event level and the magmtude of the change
- provided consmtent results 'I'hus, for each event, five quantmes were tabulated the ume

- of occurrence, the pre-event amplitude, the change in amplitude, the pre-event phase, and

+/ the change in phase. This table of events was subsequently analyzed for patterns in the _

- relative occurrence of amplitude and phase events on different paths.
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4.4 Description of Data Coverage

The data used in this anaiysis were limited to that collected with the phase receiver

described in Section 3.4, in order to assure the consistency of the results. Prioi' to July

1988, when this analysis began, the receiver design had bcen deployed at vanous times at -

four dlfferent sites: Lake Mistissini, Quebec; Stanford Umversuy, Cahforma, Wallops '
Island, Virginia; and Palmer Station, Antarctica. Of these four sites, however, thc..
deployment at Wallops Island was l.:.n-ief, and data collection at Lake Mistisﬁini was
limited by hardware difficulties, so only Stanford and Palmer provided substnntial data

sets suitabl.e fer statistienl enalysis. Asa reSult,. the. data Base for this analysis consists of

all data that were collected using the new phase receiver at these twe' .sites. t.hrou.g'h July
1988. The charactensncs of this set of transmitters and recelvers is listed in Table 2 and
their Iocanons and propagauon paths are 1llustrated in F1gure 4- 8 The spemﬁc propemes |

of the paths anaiyzed are descnbed below.

4.4.1 Data Acquired at Palmer Station, Antarctica

Due to Antarcﬁc logistlcs constraints for data reu'ograde, the only data available from
Palmer Station were from April and May 1988. However, since Palmer Stauon (at 65° §,
64° W, and L 2 4)isin a reg:on of very I'ugh event activity [Carpenter and LaBelle,
1982] these two_ :nom.hs provided substantial quannues of usable data. At Palmer Station,
simultaneo;us:. amplitnde and phase data were collected on fouf differ'ent signal paths and. .'
all of them were analyzed These paths were selected for momtonng on the basm of the1r
known charactensucs, such as adequate mgnal strength and substanual perturbatmn B

activity.
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The first two of these paths to Palmer Station are quite similar in manjr ways. The signals -
originate at the NSS transmitter in. Annapolis, Maryland (transmitting at 21.4 kHz), and
the NAA wansmitter in Cuzi'é"r, Niiine (transmitting at '240kHz) so the paths wm' be
the east coast of _the U.S., and travel south over the Atlantic ocean and the Caribbean sea.
From there, they cross the length of the South American continent, including much of the
Andes. These are both Iong p’aths,—~11579 km and 12161 km, respcctively, with the first
monitored for elq:ven days in Apnl, and there were a total of 22 events on NAA and 28

events on NSS.

During the month of May, two patﬁs from the _\_yfstcm Umtcd States were monitored. The
first of these, referrcd o as NLK PA ongmates af ?he NEK transmitter in Jim Creek
Washington (transmitting at 24.8 kHz). This path crosses the westem states, including the -
mountains and deserts, and then enters the Pacific ocean off the coast of Mexico. From
there, the path stays over the Pacific all thc way to Palmer Station. Thus, the first third of

.....

33 events during the 18 days it was monitored.

The fourth path to Palmer Station, also monitored during this 18 day period in May,
originates at the NPM transmitter in Lua}_ualégﬁawaii (transmitting at 23.4 kHz). This
 path, referred to as NPM - PA, tfaversés the Pacific ocean for 12335km to Palmer
Station, entirely over sea water. The NPM - PA path had been found to be quite active in
the past [Inan and Carpenter, 1987], and exhibited 578 events during the 18 days that it
was monitored. Because of this high number of events, this path' was used to study some
of the finer details of event characteristics, for example the variation of characteristics

with time, and the variation of amplitude events with corresponding phase events.
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4.4.2 Data Acquired at Stanford University

Data have been collected with systems at Stanford. (37°N, 122°'W, L =18) since
Noirembe_r 1986, but on a sporadic basis, whenever field systems were being developed .
or tested. The majority of the data collected would come from the period between the |
completion of a system development and its deployment at a remote field site. As a
result, there are many gaps in the collection schedule, but over the year and half that
systems were being developed (November 1986 to July 1988), a reasonable quamity. of

data had been coliected on four signal paths.

Of these four paths to Stanford, the highest frequency one is at 48.5 kHz, and originates

at an Air Force transmitter located in Silver Creek, Nebraska, whose call. sign is

unknown. This path (48.5-SU) covers a rather short, 2160km path over rough

mountainous terrain, and was monitored only infrequently. It was observed for a total of

8 days during November 1986, and July 1988, and only 15 events were observed.

A second short mountainous path (NLK - SU) that was monitored at Stanford was the
one that originates at the NLK transmitter in Jim Creek, Washington (transmitting at
24.8 kHz). This path is only 1220 km long and was monitored in June and July of 1988.

During this 44 day period, 61 events were found.

A longer path received -at Stanford was the one originating at the NAU transmitter
(wansmitting at 28.5kHz), in Aguadilla, Puerto Rico. This path (NAU - SU) was
monitored. for 57 days in March through May, 1988, and produced 92 events. The path is-
5726 km long and crosses the Gulf of Mexico, and then the southwestern United States,

and so is lying above about half water and half land.
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Freq.i | Distance Months Total Active Number ‘
Transmitter (kHz) Receiver (km.)  Analyzed Days Days Events

NSS 214  Stnford 3964  Nov-May 136 9 141
NAU 285 Stamford 5726  Mar-May 57 5 92
NLK 248 Swnford 1220  Jun-Ful 44 4 61
“48.5" 48.5 - Stanford 2160  NovJul 8 1 15
NPM 234  Palmer 12335 May 18 11 578
NLK 24.8 Palmer 13506 May 18 1 33
NSS 214  Palmer 11579  April 11 2 28
NAA 240  Palmer 12161  Apil 11 4 22

The path monitored at Stanford that provided the most events was the one that originates
at the NSS transmitter (21.4 kHz) in Annapolis, Maryland. This path (NSS - SU)
‘traverses the entire United States, from coast to coast and is 3964 km long. It was

monitored for 136 days from November 1986 to May 1987, and yielded 141 events.
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Figure 48 Map of the Signal Paths Analyzed. A map of the western hemisphere,
showing the eight signal paths used for data collection in this analysis. Four signals were
received at Palmer Station Antarctica (PA-Rcvr), and four were received at Stanford
University, California (SU-Rcvr). :
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Chapter 5 - Results and Interpretation

Once the individual events had been .ident_iﬁed and measured, the data were sorted by
path (transmitter to rec;:i\%er) and examined in a number of different ways, to investigate
properties or-consistent characteristics. The distribu_nfons; of event polarity and event
magnitude as a function of path were investigated,. as well as the relative occurrence
properties of amplitude and phase changes. Some characteristics were found to be
consistent for a given path, but varied from one path to another. Other properties were

consistent for all of the paths analyzed.
5.1 Distribution of C_h_énges in Amplitude and Phase

5.1.1 Polarity of Perturbation Events

For each path, the polarity distribution (amplitude enhancement versus attenuation and:
phase advancement vérsus retardation) .is pldttcd in. Figures 5-1 (amplitude changes) and.
5-2 (phase changes). From Figure 5-1, it ié clear that different paths haﬂve quite different
amplitude polarity distributions. The NPM - PA and NLK - SU paths show a strong
preference for amplitude attenuation, while NLK - PA data have an egually strong
tendency. toward amplitude enhancement. For the other paths.tendencies were not as
strong, but attenuation is more prevalent on NAU - SU, NSS - SU is evenly distributed, -
" and enhancement is more common on 48.5 - SU, NSS - PA, and NAA - PA.

The distribution of phase perturbations shown in Figure 5-2 exhibits a striking

asymmetry in the polarity of phase changes. With the exception of 48.5 - SU, all of the

other seven paths exhibit a strong preference for phase advancement (or no phase

change). The 48.5 - SU path is comparatively short and crosses only mountainous land,

and the signal has a substantially higher frequency than the others analyzed; all facts that
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Figure §-1 Pelarity of Amplitude Events. The top panel contains the signals obsaerved
at Stanford and the bottom panel contains the signals observed at Palmer Station, For
each path, the percent of events that had amplitude enhancement, amphtudc attenuation
and no amphl:ude change (only a phase change), are shown

would be expected to complicate the path properties. In addition, only a small set of
events was available on this path {15 events), so results must be considered preliminary.
The substantially more common occurrence of phase advancement on all the other paths,
despite the differences between these paths appears to be an important property of the = -

Trimpi phenomenon.

94



100
80 +
Per Cent of S0 T
Events . 40 --§=
%m
20 -+
po—t
o IS
100 -
Per Cent of
Events

NPM

AdvnncoEz-rn Rourd_l

Figure 5-2 Polarity of Phase Events. The top panel contains the signals observed at
Stanford and the bottom panel contains the signals observed at Palmer Station. For each
path, the percent of events that had phase advancement, phase retardation and no phase
change (only an amplitude change), are shown.

" 5.1.2 Event Magnitude as a Property of the Path

Another important parameter in characterizing the mechanism of the Trimpi effect is the
relative magnitude of simu'lt_ancous_amp_lirugjc and phase events. As discussed in Chapter
2, some models suggést'that there should be a.direé; relaﬁons%_iglgthecn the size of the
phase change (A¢) and the size of the amplitude change (Aﬁ, while others suggest that

large phase changes should coincide with small amplitude changes and vice versa.
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Figure 5-3 Scatter Plot of Amplitude vs. Phase. For each path analyzed, a point is
plotted for each event showing the magnitude of the simultaneous amplitude and phase
change. For the NPM to Palmer path, only the first 150 events are plotted. A similar plot
of all 578 events appears the same, but more cluttered.
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Figure 5-4 Variation with Time of the Scatter Plot. For the NPM - PA path, a scatter -

plot of AA vs, A is shown for each day {or patr of days) for Whlch more than 10 events
per day were found.

Figure 5-3 contains scatter plots of A9 vs. simultaneous AA for each of the eight paths -
investigated. On each graph a pomt 1s plotted for each event mvestlgated except )

NPM - PA wh1ch had so many events that only the first 150 are plotted (a s1m11a1' plot of

 all 578 events appears the same, but more cluttered). It is obvious that no path shows a

strong correlation between AA and Ad, either directly or inversely. Instead each path has
the majority of events in a fairly uniform distribution within a rectangle characterized by

some maximum change in amplitude (AAy,) and some maximum change in phase (Adyy).
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The size of this rectangle (AAp by Adyp) varies from path to path, as if it were a property
of the path. In order to verify that the size of this rectangle is a propcrty'of the path and
not randomly varying, sumlar scatter plots were made for the NPM to Palmer path fot".
each day for which more than ten events were found. These plots, shown in Figure 5-4, .
demonstrate that the size of the rectangle ettclosing the event distribution does 'r.xot_ vary '

significantly from day to day on a single path.

5.1.3 Independence of Amplityde and Phase Events

In addition to the variation in size of this_ rectangle, these scatter plots (Figure 5-3)-teveal
the apparent independence of the magnitude of AA and the simultanecus A¢. On all paths
studied, the rectangle of AAyg and Ay is fairly umformly ﬁlled with events, so the

magnitudes could, at best, be weakly correlated.

Another illustration of the relatively weak correlation between: amplitude and phase
events is shown in Figure 5-5. In this figure, the NPM to Palmer events were divided into
categories according to the magnitude of AA. Within each category, the events are sorted
according to the magnitude of A, and the number of events in each A¢ range are shown.
It is clear from the ﬁgure that there is a weak correlation between strbng amplitude and
strong phase events. While small AA (~ 0.1 dB) are most likely to have A¢ ~2°, large
AA (~09dB) are most likely associated with A¢~4‘ This 2° diffe;ence may seem
sxgmﬁcant but w1thm any given amphtude category, the spread in observed phase '
changes is 4 6. Thus, the magmtude of A¢ is only wealdy correlated wzth the B
magmtude of AA B " B
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Figure 5.5 Distribution of A¢ as a Function of AA, Each panel contains a different
range of AA (labelled Amplitude and measured in dB}, from smallest at the top to largest

at the bottom. For each range, the distribution of A¢ is shown. All data are from the NPM -
to Palmer path.
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5.2 Significance of AA vs. A} Properties

As described in Chapter 2 the precipitation of electrons into the lowcr 1onospherc results __
ina change in the electron concentrauon over a range of alntudes The various sunphﬁcd
models for the consequences of this enhancemcnt, described in that chapter, have
different implications for the properties of AA vs. Aq) and their applicability to these new

observations 1s discussed below.
5.2.1 Reflection Height Lowering as a Perturbation Mechanism

One consequence of Reflection Height Lowering (RHL) would be thc shortening of the
path length for the subionospheric signal. This would cause the 51gnal 10 arrive at the
receiver sooner, and would appear as a phase advanccmcnt. Thc fact that nearly all paths
observed exhibit a strong preference for phase advancement is consistent with this simple
mechanism. Along with RHL, thé excess electrons caused by prccipitation would lead to
an increase in the VLF absorption cdefﬁcient in the vicinity of the reflection height, so
events would be likely to exhibit simultaneous pha_sé advancement and amplitude
attenuation. However, some paths frequently exhi.bit amp_litudé enhahcement, and many

have occasional phase retardation, which cannot be explained by simple RHL.

Since the earth - ionosphere waveguide supports’ mulﬁblc propagatiﬁg modes, it is
usually not sufficient to evaluate the effect of RHL_‘t'.)n a.-‘_isir_igl_e,__mode'-‘= _signal. Instead the
effect on the vector sumof a ﬁumbcr. of diffefent propagating modes must be considered.
Since the attenuation rate for a path depends upon the mode and the surface of the
waveguide, the selection of which modes and how many of them to consuier can be'
complicated [Tolstoy et al., 1986] For Iong paths over sea water, such as NPM - PA a

single propagating mode is generally considered adequate [Inan and Carpentcr, 1987], |
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and indeed this path exhibits almost entirely phése advances and amplitﬁde attenuations.
There is, however, more to the waveguide than this simple picture, since the NLK - PA
patﬁ which is very similar to NPM - PA (except that NLK - PA crosses the western '
" United States before entering the ocean) has a strong preference for amplitude

enhancement

As discussed by Tolstoy [1982] and in Section 2.4.4, when multiple modes are
considered, a wide variety ef amplitude and phase changes can result. Using the bésic'_
assumption of RHL, that each mode experiences a phase advance, large amplitude
changes (either enhancement or attenuation) and large phase changes (either

advancement or retardation) could occur when several modes are combined in a

destructive manner, as discussed in Section 2.4.4. Under these conditions, each mode

experiences a small change, but small changes in the phase of the modes can dramatically :
change the degree to which they interfere and thus dramatically change the relative
magnitude and phase of the received surri. This modal interference situation is consistent
with the fact that the path that exhibits the widest swings in AA and A¢, 48.5 - SU, is also
the one with the high likelihood of phase retardation. Multiple mode interference would
also be expected to affect the NLK - SU path, entirely land based and the shortest path,

and yet this path has small events (similar in distribution to NPM - PA), only attenuation,

and primarily phase advancement - all properties of single mode paths.

"?Although detailed modal analyses have not been performed on each path, the
cha_racterietics' of the events such as polarity and magnitude, do not seem to agree well
" with the path parameters (such as length) that would affect the modal structure. T
“addition, a single mode picture would suggest that there should be a direct correlation
T. »between the magnitude of Ad and the magnitude of AA; the more electrons that are added
to the jonosphere, the more the reflection height should lower, and the more absorption
that should occur near the reflection height. Such a direct correlation is not apparent in
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the data. When multiple modes are considered, the opposite should be true. If the modes

interfere destructively, then large phase changes should occur when the net change vector .

is perpendicular to the original sum vector, and under these circumstances, the amplitude . -

change would be small, as discussed in Chapter 2. Similarly, when the net change is in
phase with the original sum, large amplitude changes would occur with small phase__ _
changes, as shown in Figure 5-6. This would imply that the scatter plots should contain
concentrations of large events near the axes, and few large events off of the axes. This

pattern is not apparent in any of the scatter plots.

Thus, while reflection height lowering is an excellent method of visualizing the
perturbation, it does not adequately describe the underlying physics, and cannot be
successfully applied to all paths, even when multiple propagating modes are considered.

Instead alternative methods of explaining the signal properties are required.

5.2.2 Off Axis Scattering as a Perturbation Mechanism

As mentioned in Section 2.4.2, Dowden and Adams [1988] first suggested that rather
than lowering the reflection height in a region along the signal path, the mechanism for .

signal perturbation might be one of scattering. They suggested that the excess ionization

might form a diffracting bubble on the bottom of the ionosphere slightly off the path of L

the propagating signal. This bubble would then act as a scattering center deflecting part
of the trﬁnsmitted signal to the receiver. Thus, when the perturbation occurred, a second
signal component deflected to the receiver_ would be received in addition to the original -
signal. The vector sum of these two components i.vould_ then appear as the perturbed

si gna_l.

This concept may apply under certain circumstances, but it does not agree with most of
the results found here. Assuming, as Dowden and Adams do, that scattering is equally
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Figure 5-6 Vector Sum of Perturbation Effects. The left panel shows how a vector

representing the net change that adds perpendicular to the original signal causes a large

phase change and no amplitude change. The right panel shows comparable size vectors

with the net change vector in phase with the original vector, In this case, a large_ _

amplitude change and no phase change is the result.
effective at a range of distances from the path, phase advancement and retardation as well
as amplitude attenuation and enhancement should be equally common, and should not
-depend upon the particular path being studied, in contradiction with these findings. In _
particular, the NPM - PA path, a simple single mode path, has almost entirely phase
advancement anci amplitude .attenuation, not the even polarity distribution predicted by
Dowden and Adams. In addition, the variation in event magnitude (AAj and Adyy) with |
path would not be expected with off axis scattering, where the magnitude is simply a
function of the geometry. Finally, as with the multiple mode discussion above, simple
vector adc:.lition_indi_cates that large phase ehanges occur when the scattered vector. is.
perpendic_:ular to the original signal vector, implying no amplitude change, and large
amplitude changes occur when the vectors are parallel, implying no phase. change_ -
(szrmla.r to Flgure 5-6). Thus the scatter plots should contain concentrations of large

events near the axes, with few large events in the center of the plot This also does not

| agree with the observations.
Thus, while off axis scattering is an interesting concept and may apply under certain

“ llumted conditions, it is not sufficient for obtauung a general understandmg of

ionospheric perturbations and its consequences on subionospheric signals.
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5.2.3 Multi - Dimensional Waveguide Perturbation Analysis

Tolstoy [1982] introduced the use of a detailed éomputer model of the earth - iondsphcre
waveguide to analyze the effect of .ionosphc.r"i_c' perturbations on signal propagétidn. This o
model considered the structure of ihe earth's surface along thc péth, allowed for variation
in ionospheric electron cohc_:enu'ation with _he_ight and positic_m', and analyzed multiple
propagating modes. Tolstoy obtained some intércsting results such as on NPM - PA
“small amplitude d:crcases could be produced,” while on NLK -PA “... generally
produce small increases in the NLK signal a.mpl.itude ... small decreases can also occur.”
Both of these conclusions agree with the observations reported here, but it should be
noted that Toistoy's analysis of the NLK path assumed a transmitter frequency of "
18.6 kHz, while the transmitter had switched to 24.8 kHz before any of the current data

were collected.

Poulsen et al. [1990] have started the development of a new three dimensional waveguide
model. This model uses analytical expressions, providcd by Wait {1964}, for the wave
fields for each propagating mo&c, ﬁtilizing perturbation theory to analyze tﬁc effectof a
localized ionospheric perturbation. The complex refractive index both for the background
ionospheré and for; the perturbation are determined numerically, for each mode, based |
upon ionospheric properties such as electron profile, and other waveguide properties such

as earth conduétivi'ty [Morfitt and Shellman, 1976]. This new formulation allows for the
possibility of the perturbation not being on the great circle path, and of the waveguide not
being uniform in the horizontal direction perpendicular to the path. Instead, the
perturbation is allowed to occur anywhé;e in the lower ionosphere, in the vicinity of the
path. Althouéh multiple modes have not yet been analyzcd with this ;quiel, preliminary
results indicate that phase advances are common for pertﬁrbéﬁoné near the path,_és

expected. Also, the location of the perturbation, both position along the path, and its
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offset from the path, can cause significant variation in the magnitude and poizirity of both
AA and A¢. Ranges of both AA and A¢ magnitude found using this waveguide analysis. -
agree with the observations for simple paths such as NPM - PA [Poulsen et al., 1990]

5.3 Distribution of Event Magnitudes
Since the range of event magnitude appears to be a property of the particular path, the

distribution in magnitude for each path was investigated. In order to accomplish this, the

data for each path were sorted according to the size of the amplitude change (AA) and

'phase change (A&J). Figure 5-7 contains eight graphs showing the distribution of AA for

each path, while Flgure 5 8 shows the corresponding distributions of A¢. Most of these

graphs have similar envciopes rescrnbhng log - normal probability d13tnbuu0ns [Sachs,

1984]. The msuncuve features of these distnbuuons are relatlvely few events‘ near zero,.

the number of events nsmg rapldly to a peak and then tapcnng off slowly as the
magnitude of the event increases. The location of the peak and the width of the
distribution depends upon the path, but the same general shape is apparent in most of the

plots.

The fact that all of the plots _hav_e sirx;ila.r_._envelopes suggests that thls shape may be a' -
property of the zﬁéchﬁnism that caﬁs.e.s_ pénurbations. Inan and_'.Céa.xpenter [1986] .hav'e
reported a coml:;;ion between event magnitude and associated whistler intensitj', SO it
would be interesting o establish whether whistler intensities exhibit a similar distribution
(many lightning parameters mcludmg rctum stroke current have been found to exhlbn'
log - normal distributions [Uman, 1987]). Since the width of 1+:- - digtribution is a property
of the path, this ié probably determined by the particular wavcgmdc properties of that

path (eg. conducﬁi;ify variation and roughness of the earth's surface along the path) and
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Figure 5.7 Magnitude Distribution for Amplitude Events, For each of the eight paths,
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histograms show the per cent of events in different AA ranges. Only nonzero events are.

shown here. Events with AA ~ 0 are shown in Figure 5-13.
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Figure 58 Magnitude Distribution for Phase Events. For each of the eight paths,
histograms show the per cent of events in different A¢ ranges. Only nonzero events are
shown here. Events with A¢ ~ 0 are shown in Figure 5-13.

- 107




Phase (deg.)

Amplitude (%)

-32

20

1 1 ] L i 1 1 1 1 L 1 i

‘100 200 300
Time (sec_.) '

Figure 5-9 High Time Resolution Plot of a Typical EVEl}t. The top panel shows the
signal phase as a function of time, and the bottom panel contains the simultaneous
amplimde. The dashed lines represent the interpolated levels if no event had occurred.

Both amplitude and phase have similar sharp onsets and similar recoveries to pre-event
levels. 0.32 sec. averaging was applied to these data from. the NSS transmitter, nbserved-
at Stanford. The plot stans at (02:25 UT on 15 March 1987 .

by the number of propaganng modes that are dommant for that path. Testmg of both of

- these charactensncs should be possible. soon, usmg the new three dxmensmnal model of

VLF propagation in the waveguide, currently under developmcm {Poulsen etal., 1990]
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Figure 5-10 High Time Resolution Plot of an Event with a Slow Phase Recovery.
Both events shown here have substantially faster amplitude recoveries than phase

recoveries, The dashed lines represent the interpolated levels if no event had occurred. .
0.64 sec. averaging was applied to these data from the NPM transmitter, observed at

Palmer Station: The plot starts at 06:37 UT on 4 May 1988.

5.4 Independence of High Time Resolution Event Signaturés

To further investigate the apparent independence between the amplitude and
simultaneous phase evcxits, arbitrarily selected events were replotted at higher timé_
resolution, Figuié 5-9 shows a typical ei}ént where the amplitude and phase recoveries

appear quite similar in shape. Figures 5-10 and 5-11 are two similar plots Showing events
| _
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Figure 5-11 Plot of another Event with a Slow Phase Rec_overy. In this event also, the
amplitude recovers substantially faster than the phase of the recorded signal. The dashed -

lines represent the interpolated levels if no event had occurred. 0.64 sec. averaging was -
applied to these data from the NPM u'a_nsmlucr, observed at Palmer Station. The plot-'

starts at 08:20 UT on 6 May 1988.

observed on the NPM to Palmer path In both of these events, a.nd others observed, the

phase recovery time appears to be substantially longer than the amphtude recovery

Figure 5-12 shows another _evcnt' with very different amplitude and phase signatures. In '
this event the onset of the phase change appears to be much slower than the onset of the

simultaneous amplitude change, and the phase may start to advance before the beginning
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Figure 5-12 Plot of an Event with a Unique Phase Signature. In this event, the
amplitude has the characteristic rapid onset and slow recovery, but the simultanecus
phase measurement shows a much slower onset. The phase also may start to advance
before the amplitude change begins. 0.64 sec, averaging was applied to these data from .
the NPM Iransmmer observed at Palmer Stauon The plot starts at- 09 15 UT ons May
1988..

of the amplitude change. Although the amplitude signature of this eirent is typical of c;l...“

Trimpi event, the phase signature is so unusual that a different, as yet undetermmed

mechanism may be mvolved Events w1th these anomalous s1gnatures are cunous, but
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occur only rarely (perhaps 1% of events analyzed) and would not affect the statistical

analyses presented here.

These .observation's iniply that the perturbatioﬁ of the jonosphere is affeoﬁng the
amplitudo and 'phase.of t_ﬁc’Signal independently. While acknowledging that the excess
ionization is distributed in altitude, most previous discussions using simple models for |
the perturbation. mechanism have treated the change in the ionosphere as a patch of
excess ionization at one altitude, typically near the nighrdme reflection height. The -
perturbation thenrbeoomes essentially a change in geometry, that is, the reflection height -
is lowered, the waveguide has a depression, or an additional scattering center appears. If
this single geometric change occurs, and then gradually recovers to normal, the amplitude
and phase of the perturbation would be cxpected to have similar time signatures. The
results reported here: indicate that not only are the magmtudes of amplitude and phase

events independent, but often so are the time s1gnatures

The most likely explanation for this independence lies in the fact that the excess
ionization is actually diétributcd over o range of altitudes in the lower ionosphere.
Collision frequency decreases with increasing altitude in this region, as shown in Figure
2-2 and so does excess ion recombination rate [Gledhill 1986] Thus, the excess
elecirons generated higher up would be expected to pcrs:st longer than those lower down |
Since total reflection does not occur for VLF 31gnals, some pomon of the wave
penetrates higher into the ionosphere. Reflection can be represented by an effective
reflection cocfﬁclent deternnned by analyzmg wavc ﬁclds throughout the 10nospherc
above the effective reflection helght As a result, thxs effecnve rcﬂecuon coefﬁcxcnt, and |
hence the reflected wave component could be sensitive to ionization changes higher up in

the ionosphere. Since the most absorbing oortions of the ioriOSphcrc are low, where the

recombination rate is high, it would not be surprising that amplitude changes recover
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quickly, while phase changes, which are influenced by electrons higher up, recover more .

slowiy.

The wave‘gui&e models [Tolstoy et al.; 1986; Poulsen et al.,, 1990) have utilized a'.

perturbation distributed in altitude, and so more accurately reflect the =ran'gf: and
independence of AA and A¢ found. In particular, Poulsen et al. [1990] have shownr .that'
by varying the energy of the precipitated electrons, and therefore the altitude of the
excess ionization, a wide range of AA versus A¢ distributions can be obtained. Thus, a
range of precipitation events, with a range of electron energies would be expected to
produce a scatter plot of AA versus A¢ with a féirly uniform distribution, as has been
reported here. None of these models currently simulates the time evolution of
perturbations, so event recoveries have not been investigated. The fastel_' amplitude
recoveries observed here have not been confirmed with computci' simulations, however
Poulsen [private communication, 1989] has established that precipitation at altitudes as
high as 250 km can perturb the subionospheric signal phase and not its amplitude. The |
slow recovery time at this ﬂﬁmde suggests that an event which deposited excess
electrons over a wide range of altitudes could indeed continue to affect phase after the

lower portions that influenced amplitude had recovered to normal levels.

Since these results suggest that the altitude profile of the excess ionization is cfitical in B
understanding the relationship beMeeh amplitude and phasé df a subionospheric signal |
perturbation, it is important that improved fﬁodels include accurate analysis of the pitch '
angle distribution of the precipitating electrons. Cyclotron resonance scatters the elecu'on.
pitch angle by only a few degrees, so only electrons near the loss cone will be
precipitated [Inan et al., 1988(_:]5 these precipitating electrons having been near the losé
cone initially, enter the ionosphere with pitch angles very near 90°. Based on the
jonization proﬁlés shown by Rees [1963], it appeafs that prccipitaﬁng electrons with high
pitch angles distribute their energy over a wider range of altitude than low pitch angle
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electrons of the same energy. For lack of more precise data, previous analyses [Inan et
al., 1988a] have used the ionization profiles from Rees [1963] which are for electrons
.distributed in pitch angle; even the profile shown in Figure 2-9 is for an isotropic pitch
angle distribution, not a near 90" distribution. Although useful tools, these profiles are |
probably not_adcqﬁatg for an understanding of the re.l_ation_ship‘ Vbetw_g:en amplitudc and

phase of a given event. _

The eIcétrons with large pitch angles are also more likely to backscatter upofx reaching
the ionosphere rather than precipitate [Berger et al., 1974], so the actual precipitating flux
may depend strongly upon pitch angle distribution. This backscattering could add

variability to the event rise time, as the onset could be spread over seveéral bounce periods
[Chang and Inan, 1985], and it could spread out the pitch angle distribution, sinc;e_ the .

process of backscattering alters the electron pitch angles [Davidson and Walt, 1977].
5.5 Amplitude - Only and Phase - Only Events

In analyzing the magnitude distribution of events, an unexpected result was uncovered.
Not surﬁrisingly, somé of the amplitude events h.ad no measurable corresponding phase |
change (A¢ < 0.5%), and sirni]arly, there were phase events with no measurable amplitude |
change (AA < 0.1 dB). However, the relative occurrence rates of tt:ese events with
AA~QorAp~0Oisa mosf puzzling finding. For each of the eight paths analyzed, the
fraction of _fhc total number of events that exhibited either AA -O or Ag ~ 0 are shown in
Figure 5-13. - | " -
Although there were some differences between the vaﬁ_ous patﬁs, app:jbximately 10% of
the events observed at S..tanford had AA < 0.1 dB, while this occﬁ_r_red on more than 20% |

of the events observed at Palmer. This difference is noticeable, but the difference in
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Figure 5-13 Amplitude-Only and Phase-Only Event Occurrence Rates. For each
path analyzed, the percent of events for which AA < (.1 dB are shown in the upper panels.
and the percent of events for which A9 < 0.5 are shown in the lower panels. The left
panels are the Stanford paths and the right panels are the Palmer paths. o

Amplitude - Only events is dramatic. The Palmer paths had less than 20% of the events
with Ap < (.5°, {vhile nearly 50% of the events at Stanford exhibited such behavior.

This dra.manc dlffercnce bctwccn Stanford paths and Palmer paths is not predxcted by .'
.any of the emstmg modcls for the perturbanon mechanism. i gder 10 spcculatc on thc: N
causes of this difference, it is nccessary to identify the dxfferer?ces between the Palmer:.
and Stanford paths. By looking at characteristics of the s.ignal paths, as in Figure 4-8 and

Table 2, several differences become .apparént. First, all of the Stanford paths afe
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relatively short, compared with the paths observed at Palmer Tlus would suggest that the

Stanford paths would in general have more propaganng modes, and as a result a w1der

range of possrble AA and A¢ combinations. In addition, the Stanford paths are almost

entirely over land, mcludlng mountains, while the Palmer paths are mostly over sea:

water. Sea water xs smooth and conductive, so at VLF frequencies, it can be treated as a

nearIy perfoct conductor [Walt, 1970] The mountamous land is rough in shape, and
varying in conducuvxty, $0_its propertxes as a wavegmde surface are much more

complicated. This roughness may allow more mixing and conversion between the various

propagating modes, which again would increase the variety in the resultant changes in

amplitude and phase [Pappert and Snyder, 1972].

Two other geographic differences can be identified, but their conseque.nces are not 'clear'

First, most of the Stanford paths follow an approxnnately East - West duocuon whlle the ’

Palmer paths. are predommantly in a North South direction. East West paths traverse
regions of relanvely constant L value, and hence constant magnetic field strength, while
North-South paths cross a wide range of L values. This path orientation might be

important if the precxpltauon regions are not circular i in honzontal Cross - section. If for

example, the perturbanon is elongated in geomagnetic longxtude (along hnes of constant |

L), East - West paths would experience a longer perturbation region than North - South

paths.

The last geographic difference is more subtle. Lightning is not very common in

California, but i is qulte common in the central and eastern Umted States. As a resuh the

1onosphenc perturbauons are hkely to be far from the receiver on Stanford Ppaths.

Perturbanons observed at Palmer are pnmanly the result of Ilghtmng in the eastern
United States causing precipitation in its magnetic con}ugate region near Palmer St_auon

[Inan and Carpenter, 1986]. Thus, the ionospheric perturbations observed at Palmer are
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primarily located near the receivers at Palmer. If the distance the signal propagates after
encountering the ionospheric perturbation affects the -perceived signal perturbation, this
difference in perturbation location could be significant. This may be particularly.
significant when there is substantial coupling between waveguide modes along the path. -
When. this occurs, the effect of a distant perturbation may be disseminated among many

modes, altering its appearance,

Related to this conjugate precipitation are several magnetospheric differences between =

the Palmer paths and the Stanford paths. First, as discussed in Section 2.3.4, the Stanford
paths should generally be perturbed by direct precipitation, where southbound lightning
impulses in the magnetosphere interact with northbound energetic electrons, causing
them to precipitate into the northern ionosphere. Palmer path perturbations are primarily
the result of mirrored precipitation, where the northbound energetic electrons, after
interacting with the southbound lightning impulses are mirrored by the Earth's magnetic
field. They then traverse the length of the magnetic field and precipitate into the southern
ionosphere. Related to this difference, is the proximity of Palmer Station to the South
Atantic Anomaly. As a result, the magnetic field near the Jongitude of Palmer is very
asymmetric, while near Stanford, it is quite symmetric. The consequences of direct
versus mirrored precipitation and of an asymmetric magnetic field are not at all obvious,
however two potential differences can be anticipated. In the vicinity of the South Atlantic
Anomaly, the energetic electron population near the southern l;misphere loss cone may
exceed the population near the northern hemisphere loss cdne by two orders of
magnitude [Inan et al., 1988c]. In addition, as discussed in Section 5.4, the precipitating
clectrons have pitch angles near 90°, and so may experience as much as 90%
backscattering, The process of backscattering spreads the pitch angle distribution of the
elcén'ons, and can also spread their geographic extent to other nearby field lines [Berger
et al,, 1974]. Thus, the mirrored and backscattered precipitation may have -higher flux,
wider pitch angle distribution, and larger geographic extent, than the direct precipitation.
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Because of the high backscatter rates, the northern hemisphere precipitation is probably | 3
not entirely direct precipitation. Significant precipitation would be cxpected to result-

from electrons scattered into the southern hemisphere loss cone that mirror in the north

and then backscatter in the south, ending up in the northern hemisphérc loss coné. These

differences in pitch angle distribution, flux, and geographic extent would be expected to

alter the altitude profile of the excess ionization, and the horizontal shape of the -

perturbation, causing different amplitude versus phase distributions for northern and

southern hemisphere events.
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- Chapter 6 - Conclusions and Future Work

6.1 Summary and Conclusions

The Trimpi effect is a characteristic perturbation in the amplitude or phase of a _
subionosphcﬂc_ally propagating_radiq signal. These pcrturbatioz_ls are generally cauSed by
lightning through a sequence of _r_atmqspheric interactions. The lightning discharge
generates a VLF whistler which propagates aléng a magnetic field line, into the
magnetosphcfe, where it resonates with energeticr electrons. This interaction alters the
momentum of these _elecﬁ-oné causing thcﬁl to prebipitate into the ionosphere, The
secondary ionization in the ionosphere, that resﬁlts from this precipitation, in tum, alters
the character of the earth - ionosphere waveguide, causing a perturbation in the

subionospheric signalé.

By developing hardv;rare that could make accurate phase and amplitude measurements on
multiple signals and deploying this equipment at several receiving sites, it became
possible, for the first time, to analyze a comprehensive set of data on Trimpi events. In
addidon to the' size of the data set, this data set is unique in that it consists of

simulmncoﬁs amplitude and phase measurements on multiple signal paths, received at

sites in both the northern and southern hemispheres.

As a r_ésult, of this _analys_is, it was found that the existing simplified models for the N
mechanism of the Trimpi effect are useful primarily as conceptual and qualitative
cxplanau'oﬁs of the phenomenon. They may even accurately describe some indiﬁdual__ N
events, buf_canno; be géx;_eralized to expiain the new paﬁ_ems and features of the Trimpi

events revealed in this analysis. Instead, these new features provide an empirical
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framework that wilt guide.the eirolution of more. soj:histicated models that are currently

being developed.

Among the important new features found, with which new perturbauon models must be
consxstent, are the followmg | | o |
- Amplitude changes are evenly distributed, overall, between enhancement and
attenuation, but individual paths may have strong preferenees for one or the other.
- Phase ehahges show. a different character in that almost all paths show a sn-on_g '
preference for phase advancement; phase retardation does occur, butisrare.
- The magmtudes of simultaneous amphtude and phase changes are only weakly
correlated.
-The rémge in size of amplitude and phase events varieé".from‘one path to another,
but is relatively constant with time for a given path.. | '
- Half of the events observed in the north had no detectable phase change, whlle less

than one fifth of the southern hetmsphere events did.

Preliminary analysis of the time signatures of events has elso shown that in many evente
with simultaneous amplitude and phase changes 6n a given signal, the two changes have
different behavior with time. This suggests that not only are the occuneﬁce rate and size
of simultaneous amplitude and phase events independent, but so are the time signatures.

This independence unphes that it is inadequate to treat the xonosphere as an abrupt

waveguide boundary with a perturbation in the alntude of this boundary. Instead the

1onosphere must be treated as a continuous, varying med.lum, fbrmmg a gradua.i'
boundary with absorpuon, reﬂectxon, and n'ansmxssxon propernes changmg w1th altitude.

In addition, the perrmbauon in the 1onosphere, caused by enhanced ionization from the

precipiinting electrons, must be treated as a three dimensional change in this triedium, .

distributed not only in horizontal extent, but also in altitude. The difference in recovery
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times for phase and amplxtude may then be indicative of the a.‘[tltude dependence of the

ion recombmauon rate.
6.2 Suggestions for Future Work

Although this analysis has produced a number of significant new observations, these
results can be reﬁned and augmented in a number of ways Funher research can progress; |
in three synergrsnc directions. Additional data can be analyzed to expand upon the results -
reported here, new related expenments can be performed to increase the variety of paths.
for which data are available, and further theoretical modelling can be perfonned to match

the empirical observations to the models.

6.2.1 Analytical Work

At the time this analysis was performed, all available data from the described apparatus

were investigated. Since that time, substantial quantities of additional data have been

received from Palmer Station and Stanford. Processing of these additional data would _

increase the statistical reliability of many of the observations. In particular finding more
events on the paths for which less than 30 etrents have been analyzed would greatly
mcrease the rehabrhty of these observanons Thls larger data set could also be used to
ehmmate some of the extraneous vanables in the original data. For example the Palrnerr_ | .'
data processed in thrs ana]ysrs were obta.med dunng a six week period in Apnl and May
1988, while the Stanford data were collected over several years. Connnuous Palmer data
are now avaﬂable for over a year, so time of year could be ehmmated asa vanable in the"

difference between Stanford and Palmer data.

Further analysis should also be perforrned in the temporal 51gnature of the events at hi gh
time resolunon This temporal analysis would allow the identification of addmonal
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characteristic parameters of events besides magnitude. The temporal characteristics of
onset delay, rise time, and recovery time identified in Chapter 2 contain information
about the physics of the interaction and variations in these parameters between paths

would provide interesting information.

Increasing the size of the data set would a.lso allow the investigation of the variability of
event properties wnh other parameters. Some of the parameters for whlch data are_
available, that might affect the events mclude the following: |
- Tune of Year Are wmter events d1fferent from summer events, or are equmocnal |
events different? - | |
- Path Characteristics. Are long path events different from short path events? Are.
land paths different from sea paths?
- Lightning Characteristics. Are any event characteristics related to lightning |
parameters? Do cloud - to - ground and cloud - to - cloud lightning cause different

effects?
6.2.2 Empirical Wark

Many of | the differerzces betweenr Stanford and PaIrher paths can only be eliminated as
vanables by collecnng data on addmonal paths For example long sea paths to Stanford
such as NPM (Hawan) and NWC (Austraha) could be compared to long sea paths to |
Palmer. A short path rcce:ved at Palmer such as ﬁ'om Omega Argentma could be
compared to a short path reeerved at Stanford such as from Omega North Dakota |

Other of these variables can be eliminated by adding additional receiving sites. Several
new sites in Nonh America have been added, and additional ones are planned These

addmonal snes can be used to pursue quesuons such as North - South vs East - West
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paths, Sea vs. Land paths, and Long vs. Short paths. Finally, if data can be obtained from
additional southern hemisphere sites, the effect of Palmer Station's proximity to the South

Atlantic Anomaly could be determined.

6.2.3 Theoretical Work

The various steps in the physics of the Trimpi events have been studied and modelled on
computers, but as yet, these models have not been combined into one integrated model of 5
lightning - associated perturbations in subionospheric VLF propagation. For the |
wave - particle interaction, pitch angle scattering has been modelled [Inan, 1977],_

extension of interaction with whistlers off the equator has been studied [Inan et al.,

1989], and the difference between direct and mirrored precipitation has been analyzed o

[Chang and Inan, 1985a; 1985b]. These analyses provide a profile of energy versus
~ electron flux versus_time, for the whistler induced_preciﬁitation. Given a precipitating _
electron flux, the production of secondary ionization and backscatter that results can thef_l_
be computed using sophisticated computer models {Davidson and Walt, 1976].
Alternatively, simpler models using the empirical data from Rees {1963; 1969] have been
used to analyze this particular step in the overall process leading to Trimpi events {Inan
et al., 1988a]. The perturbation of VLF signals by these ionization changes is modelled
by detailed waveguidé propagation programs [Tolstoy et al., 1986; Poulsen et al., 1990],
and W. Poulsen, as part of his Ph. D. work, is currently integrating these models by using
more precisely determined profiles of excess ionization, determined by the models

mentioned above, in his waveguide modelling.

As discussed in Chapter 5, the profile of secondary ionization versus altitude is
dependent upon the pitch angle distribution of the precipitating electrons [Rees, 1963].
Computer models of the wave - particle interaction have been used to compute the
electron pitch angle distribution, integrated over energy and time [Inan et al., 1989], as
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well as the éner'gy' versus flux versus time distibution of the precipitating electrons.
[Chang and Inan; 1985a; 1985b], but an accurate profile of secondary ionization requires
the addition of pitch angle as a parameter in the compuier modc.l, yiélding a distribution -
of pitch angle versus ehcrgy versus flux versus time. Existing wave - particle interaction
models should be modified to provide such a distribution for “whistler - induced -
precipitation, and combined with an accurate ﬁaodel of the pitch angle dependent
production of secondary ionizatio';l, to provide an accurate profile of secondary ionization
versus altitude. This is particularly important in view of the results presented here which
suggest that this excess electron. profile versus altitude plays an iinponaiit role in the
distribution of amplitude and phase perturbations. An accurate model of the pitch angle
disiribution is also critical because mirrored precipitation is thought to consist of those_
electrons that were not within the northern loss cone, or those that were backscattered in
the north, and which therefore have a different pitbh aﬁglé distribﬁtion than dlrect
precipitation. Such differences may be part of the explanation for the substantially higher
incidence of amplitude - only events in the northern versus the southern hemisphercs; o

i
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Appendix A - List of Events Analyzed

“48.5” to Stanford
Time Av* AA? Time Ap* AAt
Date aun (deg) (dB) Date _ (UT) (deg) (dB)
7/26/88 3:13:10 -248 -0.64 7/26/88 4:02:50  -3.48 1.03
7/26/88 - 3:32:09 400 0.86 7/26/88 4:11:29 - -397 -0.85
7/26/88 3:49:39 -1291 -0.90 7/26/88 4:15:19 0.00 -1.29
7/26/88  3:53:39 -447 081 7/26/88 4:26:49 -11.42 0.67
7/26/88 3:55:20 -348 105 7/26/88 4:34:10 -596
7/26/88 ° 3:56:20 -13.90 0.00 7/26/88 4:43:09 0.00 221
7/26/88 3:57.:00  -794 085 7/26/88 4:45:100 -11.00
7/26/88 - 3:59:40 -397 . 093 '
NLK to Stanford
Time Ad* AAY Time Ad* AAt
Date Umn {deg.) {dBY -~  Date (UT) (deg) (dB)
6/18/88  5:38:49 - 0.00 -0.54 6/25/88 10:00:29 - 050 -0.19
6/18/88 5:43:00 0.00 -0.26 6/25/88 10:02:50 000 -0.16
6/18/88 5:47:10 0.00 -0.34 6/25/88 10:10:09 000 -0.34
6/18/88 5:48:39 0.00 -0.16 6/25/88 10:15:10 250 -0.29
6/18/88 5:56:49 0.00 -0.10 6/25/88 10:16:45 0.00  -0.16
6/18/88 6:01:30 0.50 -0.29 6/25/88 10:18:19 000 -0.16
6/18/88 6:35:30 0.00 -0.26 6/25/88 10:19:39 - 000 -0.12
6/18/88 6:36:44 0.00 -0.27 6/25/88 10:20:40 -0.50 - -0.23
6/18/88 . 6:38:09 0.00- -0.16 6/25/88  10:21:200 3.00 -0.34
6/18/88 . 6:40:09 0.00 -0.16 6/25/88 10:26:00 0.00 -0.14
6/18/88 7:06:50 0.00 = -0.24 6/25/88 10:27:39 000 -0.19
6/18/88 - 7:59:30 000 -0.20 6/25/88 10:29:39 -1.50 -0.08
6/18/88 7:15:00 . 0.00 -0.21 6/25/88 10:33:24 0.00 -0.15
6/18/88 = 7:36:29 . 000 -0.15 . 6/25/88 10:37:50 0 0.00 -0.14
6/23/88  6:53:15 ° 000 -0.45 . 6/25/88 10:41:59 -1.00 -0.11
6/23/88 . 6:53:39  0.00 -0.35 6/25/88 10:45:20 . 0.00 -0.09
6/23/88  6:55:00 0.00 -0.26 6/25/88  10:46:19 150 -0.25
6/24/88  6:22:59  0.00  -0.33 6/25/88 10:48:40 5,00 -0.72
6/24/88 - 6:28:09 1.01  -091 - 6/25/88  10:52:59 450 -0.71
6/25/88  7:11:00 0.00 -0.20 6/25/88  11:00:10 101 -0.13
6/25/88  7:15:00 -201 - -0.24 6/25/88 :03:09° 050 -0.13
6/25/88 - 7:19:19 000 -048 - 6/25/88 1.51  -0.25
6/25/88  7:21:59  -1.51 -043 = 6/25/88 0.00° -0.18
6/25/88 7:38:39 1.01 - -013 - 6/25/88 1.00 -0.12
6/25/88 7:54:20 0.00 -0.16 6/25/88 550 -0.82
6/25/88 7:57:29 - 0.00  -0.19 6/25/88 350 - 0.57
6/25/88 - 7:58:40 0.00° -0.39 6/25/88 1.50 - -0.31
6/25/88 - 8:03:19  -0.50 -0.38 6/25/88 352 -0.24
6/25/88 8:03:40 000 -025 6/25/88  11:30:00 1.51- -0Q.16
6/25/88 8:33:40 000 -0.24 11:35:00 2.01

- 6/25/88

125

158 -
000 -
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- NLK to Stanford

126

154

094

237

Time Ad* AAt

_Date Unh {deg) (dB)

6/25/88  11:46:49 1000 -0.22
NAU to Stanford _

- Time Ad* AAY . Time Ad* AAt
LDate (UTD  (deg)  (dB) Date (UT (deg> (dB)
3/24/87 - 3:15:.01 0.00. -0.43 3/27/87 = 9:33:40 6.25
3/24/87 - 3:23:00. 000 -0.40 3/27/87 - 9:44:30 250  -1.03
3/24/87 3:23:30 000 -029 . 327/87 - 94849 500 (.16
3/24/87 3:27:21 - 000 -057 - 3727/87 9:50:40 1.88. 0.39
3/24/87 3:33:40 000 -043 - 4/22/87 3:32:11 - 500 -0.87
3/24/87 3:37:30 000 -0.31 4/22/87 3:36:31 700 -0.64
3/24/87 3:43:21 000 -0.56 4/22/87 - 3:42:01 500 -0.87
3/24/87 3:55:30 248 -0.21 4722/87 3:53:30 400 -0.74
3/24/87 = 5:44:40 0.00 .. 0.67 4/22/87 4:01:59 438 -2.16
3/24/87 - 5:57:20 352 075 4/22/87 4:06:59 - 125 -0.76
3/24/87 6:05:20 199 048 4/22/87 4:13:229 000 -1.25°
3/24/87 6:09:41 2938 0.00 4/22/87 4:18:39 1.88
3/24/87 . 6:18:20 000 0.53 4/22/87 4:27:.40 - 250  -1.47
3/24/87 6:19:41 000 038 4/22/87 4:31:19 . 000 -175
3/24/87  6:22:40 099 0.53 4/22/87 4:34:50 000 -158 .

- 3/24/87 7:06:44 000 -0.61 422/87  4:49:50 125 -1.55
3/27/87  5.07:00. 0.00 -0.44 4/22/87 5:01:39 - 596 -2.59
3/27/87 5:13:30 000 -0.82 4/22/87 5:10:00  2.48
3/27/87 5:19:40 000 -0.49 - 422/87  5:30:10 000 -0.52
3/27/87 5:28:21 000 -0.74 - 422/87 5:33:39 -1.99. ° -0.60
3/27/87 5:44:51 497 000 4/22/87 5:34:59 894 .252
3/27/87 . 5:54:21 596 0.00 4/22/87 5:38:09 0.00 . -1.27
3/27/87 5:56:30 0.00  -0.74 . 4/22/87 5:42:20 0.00  -0.59
3/27/87 6:07:19 0.00 1.08 . 422/87  5:46:19 794 - -0.58
3/27/87 6:49:29 5.96 1.09 4/22/87 5:49:39 0.00 -1.05
3/27/87 - 71:07:59 000 . -1.05 . . 4/22/87 = 5:53:30 000 -1.01
3/27/87 . 8:01:30 000 -1.88 . 4/22/87 5:59:20 0.00 -1.65
3/27/87 8:04:39. 1125 115 - 422/87 - 6:01:.00 0.00 -0.67
3/27/87 - 8:14:09- 1125 - -1.33 .. 4/22/87 = 6:08:300 0.00 - 0.87
3/27/87  8:19:29 563  -0.50 4/22/87 6:25:30 250 -1.15
3/27/87  8:24:29 938  -098 = 4/22/87 = 6:45:41 500 -2.70
3/27/87 - 82749 - 875 026 - 4£22/87 = T:01:59 397  -102
3/27/87 8:38:200 563  -0.14 - 4722/87 7:06:10 199  .1.17
327/87 . 84049 - 375 . 000 - 4/22/87 7:11:40 . 298 0.00
3/27/87 - 9:.04:29 375  -0.73 . 4/22/87  7:18:40 596 . -201
32787  9:10:300  0.00 -0.69 - . 4/22/87  7:23:20 596 . -1.76
3/27/87 - 9:12:49. 250 063 - . 4722/87 7:28:49 352, -1.08
3/27/87 9:14:49 625 0.00 4/22/87 7:33:10 © 8.06.  -1.32
3/27/87  9:18:40 250 -0.80 - 4/22/87 7:36:50 1.01 051

- 3/27/87 9:24:19 375 - -115 - 4/22/87 7:37:00 604 ~ 045
3/27/87 9:26:50 0.00 -0.55 4/22/87  7:41:10  7.05 = 051



NAU to Stanford

Time Ad* AAt Time AT AAT
—Date (UD __ (deg) (dB) Date (103 1) (deg) (dB) .
5/24/87  4:35:31 000 0.15 - 524/87 9:16:30 200  0.89
5/24/87 © 5:04:19 000 . -0.13 .°  524/87  9:24:50 -2.00 -0.40
5/24/87  6:02:39 0.00 - 021 - 5224/87  9:30.00  -5.00
5/24/87 - 6:13:10° 0.00 " -0.36 3/25/87  7:37:19 200 -028
5/24/87 - 6:16:39 0.00 -0.25 52587 7:53:39° 000 -059

NSS to Stanford S

Time  A¢® . AAY Time AD*  AAt
~ate AU (deg) (dB) Date U (deg) _ (dB) -
11/17/86 - 3:35:00 148 -0.42 2/5/87 - 11:46:40 1.50
11/17/86  3:46:40 - 0.00 -0.30 2/5/87 11:50:21 1.50 -0.08
11/17/86  3:53:11 0.00 -0.26 2/5/87 11:52:51 000 -0.15
11/17/86  4:23:40 151 0.00 2/5/87  12:18:30 0.00 -0.16
11/17/86 - 4:37:00 1.00 -0.46 2/5/87 12:29:39 © 099 -033
11/17/86  4:42:40 0.00 -0.54 2/5/87 12:41:.00 000 -020 -
2/5/87 6:13:49 0.00 -0.33 2/5/87 13:28:40 350 033
2/5/87  6:34:59 000 -025 2/14/87 44129 1589 = -0.73
2/5/87 6:48:39 0.50 -0.34 2/14/87  5:15:10 844 067
2/5/87 6:53:29 - 000 -0.30 3/13/87  7:33:15 - 200 118
2/5/87 . 7:03:39 . 000 -0.21 3/13/87  7:55:01 000 047
2/5/87 7:22:19 0.00 -0.29 3/13/87  7:58:50 1.50 " 0.37
2/5/87 7:25:20 000 -0.29 31387  8:12:30 0.00 016
2/5/87 7:41:49 0.00 -0.22 3/13/87  8:18:149  -197 021
2/5/87 7:52:00 0.00 0.14 3/13/87  8:21:39 000 022
2/5/87 8:16:09 0.00 -~ 0.31 3/13/87  8:27:39 099 027
2/5/87 8:39:59 000  0.19 3/13/87  8:31:59 000 026
2/5/87 8:53:39 0.00 052 3/15/87 . 1:52:01 - 400 061
2/5/87 = 9:06:45 0.00 - -0.30 3/15/87  2:25:19 700 -082
2/5/87 9:18:40 000 052 3/15/87  2:37:49 250  0.00
2/5/87  9:19:29 . 000 - -0.44 3/15/87  2:42:.00 . 7.00 0.00
2/5/87 9:29:49 0.00  -0.32 3/15/87  2:47:39 4.00 -0.19
2/5/87 9:51:50 298 -042 3/15/87  2:49:39 450  0.00
2/5/87 9:52:59 0.00 -0.21 3/15/87  4:54:21 101 -0.37
2/5/87 9:56:29 1.99 -0.52 3/15/87 - 4:57:10 0.00 -0.30
2/5/87 10:07:59 0.00 -0.41 3/15/87  5:01:39 0.00 -051
2/5/817 10:09:55 0.00 - 0.10 3/15/87 = 5:06:30 0.00 -0.38
2/5/87 10:11:10 - 000 021 3/15/87 8:24:00 0.00. 029
2/5/87 10:17:20 0.00  0.21 3/15/87  8:29:20 149 021
2/5/87  10:20:40 - 000 016  3/15/87  8:42:51 348 -0.34
2/5/87 10:32:10 .- 0.00 -0.21 - 3/15/87  9:06:50 0.00 085
2/5/87 10:36:10 0.00° 0.21 - 3/16/87 - 3:06:51 300 -0.19
2/5/87  10:39:59 -0.50. 0.16 3/16/87  3:29:41 - 0.00°  -0.19
2/5/87 - 10:43:40 © 149 -029 = 3/16/87 3:37:400 1.00 -0.26
2/5/87 11:07:40 000 0.13 - 3/16/87  3:46:46 0.00 021
2/5/87  11:09:50 - 0.00 0.27 3/16/87  3:48:40 0.00  -0.10
2/5[87 11:36:50 ¢ 000 -0.14 3/16/87  3:53:00 - 0.00 © -0.19
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NSS to Stanford

-+ Time =~ A¢* . AAt - Time = A¢* AA?
Dae  ({UD (deg) _ (dB) Date U (deg)y (dB)
3/16/87 - 4:00:10 099  -0.38 - 3/17/87 7:22:10 2.00 042
3/16/87 - 4.08:09 @ 149 -026 = 3/17/87 - 7:23:39.  0.00 021
3/16/87  4:09:55 199 -0.13 3/17/87 - 7:26:20 0.00- 0.59
3/16/87  4:11:20 298  -050 - 3/17/87 - 7:28:00 0.00 024
3/16/87 5:05:00 0.00 -0.58 3/17/87  7:29:39 000 044
3/16/87 5:20:05 050 -0.27 3/17/87 7:30:59 000 035
3/16/87 5:23:11 3.50 -095 = 3/17/87 7:35:10 -2.50 (.61
3/16/87 5:33:15 1.00  -0.12 3/17/87 7:36:39 000 066
3/16/87  5:34:00  1.00- -0.15 3/17/87 7:38:39 . -3.00. 1.12
3/16/87 - 5:47:51 . 200 -021 =~ 3/17/87 . 7:42:49 -1.50 054 =
3/16/87 6:43:25 252  -0.39 3/17/87 7:45:50 0.00 036
3/16/87 7:12:40 397 -0.51 3/17/87 7:47:10  -3.50 0.88
3/16/87 - 7:14:49 397 -0.28 3/17/87 7:52:00 - -2.50 072
3/16/87 7:18:59 - 397 017 - 3/17/87  7:55:09 -3.00 0.15
3/16/87  7:22:49 000 1.11 3/17/87 7:59:20 -6.50 1.21-
3/16/87 7:56:34 -0.50 0.17 3/17/87 8:03:19 -4.53 0.79
3/16/87 8:00:25 695 -049 - . 3/17/87  8:0820 -4.53 045
3/16/87 8:23:51 -149 047  3/17/87 8:12:09 -3.02 042
3/16/87 - 8:30:00 596 -0.36 3/17/87 8:20:00 -3.02 049
3/16/87 8:40:11 -1.99 040 3/17/87 = 8:23:14 -4.53 -~ 029
3/16/87 8:4340 -099 029 . 3/17/87 84319 302 036
3/16/87 8:53.26 -149 047 3/17/87 8:54:40 201 0.22
3/16/87  9.08:49 000 032 3/26/87 7:17:000 -546 -0.06
3/16/87 9:15:39 000 035 3/26/87 7:38:30- -099 0.15
3/16/87  9:17:50 0.00. 020 - 3/26/87 7:57:01. - -199  -0.17
3/16/87  9:53:49 -149 -035 3/26/87 8:16:40 -1.51  -0.32
3/16/87  10:33:09 695 -0.31 3/26/87 8:23:49 0.00. - -0.17
3/17/87 3:45:52 -1.00 025 - 3726/87 8:26:35  -1.01 -0.26
3/17/87  4:10:12  -3.00  0.39 3/26/87 8:33:19 -1.01 -0.29
3/17/87 6:17:30 -199 - 0.34 4/13/87 8:07:11  -397 035
3/17/87 6:20:000 -199 025 4/13/87 8:43:50 -2.98 - -0.27
3/17/87  6:50:30° -546 -0.13 - 4/13/87 9:13:40 000 -0.21
3/17/87 6:54:40 -497 000 - 4/13/87 10:06:50  0.00 -0.91
3/17/87 7.03:50 -550 -022 ' o
L - NAA to Palmer
Time -~ A¢* -~ AAt © Time . A¢* AAt
—Date U __(deg) (B  Date (U _ (deg) (dB)
4/18/88 . 3:06:10 750 128 - 4/18/88 4:21:39. - 9.50 . 0.15
4/18/88 - 3:18:19° 1000 = 0.51 4/18/88  4:45:50 8.00 113
4/18/88 3:23:29. 12.00 095 . 4/18/88 4:50:10 . 6.00 . 1.73
4/18/88 - 3:28:09 400 ~ 0.30 424/88 - 7:19:35- 199 -0.68
4/18/88 - 3:31:39 800 075 - 4/24/88  7:23:220. 497 -098
4/18/88  3:35:20° 8.00 071 - 4/24/88 7:24:40 199 -1.04
4/18/88 3:42:40. 600 < 0.64 - 4/24/88 7:28:000 6.46 = 042
3:44:00 350 036 4/26/88 - 0:31:49 - 348  0.76

4/18/88
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NAA to Palmer_'

129

Time Ag* AA? AP*  AAT
Date UT (deg) (dB) Date (deg) (dB)
4/26/88 (:33:39 397 091 4/28/88 894  0.00
4/28/88 - 3:07:30 695 0.00 4/28/88 396 000
4/28/88 - 3:09:39 596  0.00 4/28/88 397 000
_ NSS to Palmer _

Time Ad* AAY Ad* AAt
ate an {deg) (dB) Date (deg)  (dB)
4/18/88 3:38149 403 0.10 4/28/88 :08: 5.00 -0.39
4/18/88 3:4549 302 -0.04 4/28/88 4:09:2 0.00 072
4/18/88 6:03:50 0.00 035 4/28/88 4:10:00 6.00 . 0.00
4/28/88 3:15:00 0.00 - 0.38 4/28/88 4:11:49 800 000
4/28/88 3:19:30 0.00 037 4/28/88 - 4:14:40 650 0.00
4/28/88 - 3:24:09 227 043 4/28/88 4:16:39 7.00  0.00
4/28/88 3:28:40 -284 076 4/28/88 4:24:00 650 053
4/28/88 3:52:10 454 000 4/28/88 4:47:50 -10.00 = 031
4/28/88 . 3:54:00 0.00 046 4/28/88 4:57:49 450 0.00
4/28/88 3:55:09 227 -0.13 4/28/88.  6:01:59 ° 8.00 0.00
4/28/88 3:56:29 454 0.00 4/28/88 6:19:19 - 1291 0.59
4/28/88 - 3:57:20 000 101 4/28/88 . 6:21:30 794 051
4/28/88 - 4:00:19 6.00- - 0.00 4/28/88 7:45:00 592 0.6
4/28/88 4:06:35 3.50 000 - 4/28/88 - T7:46:59 493  0.58

_ NLK to Palmer

Time Ay* AA? Ap*  AAt
Date U7 (deg) (dB) Date (UD (deg) (dB)
5/6/88 3:45:10 247 -0.33 3/6/88 8:37:09 348 032
5/6/88  3:52:20 099  0.12 5/6/88 8:41:59 199 037
5/6/88 3:54:09 345 024 5/6/88 8:52:59 298 0.2
5/6/88 4:28:40 201  0.62 5/6/88 8:53:09 397 022
5/6/88 8:02:29 000 - 0.65 5/6/88 8:53:24 199 031
S/6/88 - 8:03:30 199 - 045 5/6/88 9:00:50 0 200 0.35
5/6/88 8:05:09 - 000 032 5/6/88 9:02:29 000 Q.16
5/6/88 - 8:14:20 000 030 5/6/88 9:04:10 1.50 041
5/6/88 8:22:00 646 070 = 5/6/88 9:12:09 .00  0.19
5/6/88 8:26:19 000 017 ° - 5/6/88 - 9:18:30 1.50 0.39
5/6/88 8:27:39 546  0.38 - 5/6/88 - 9:19:39 000. 024
S/6/88 - 8:29:30 695 0.04 -5/6/88 9:21:20 200 028
- 5/6/88 8:30:04° 447 000 - 5/6/88 9:26:19 = 300 076
5/6/88 - 8:30:39 298 000 - 5/6/88 10:28:40 - 0.00 0.40
5/6/88 8:31:19° 348 000 - 5/6/88 10:48:30 4.00 095
5/6/88 - 8:34:29 - 348  0.00 - 5/6/88 11:22:09 1.99  0.50

5/6/88 8:35:19 - 447 0.18 : ' o o



NPM to Palmer

Time - Ap* AAt - Time o AAY
Date UD ___ (deg)  (dB) Date  (UT) __ (deg) (dB)
5/1/88 . 5:19:39 050 -0.13 - 5/4/88  9:27:59 24 011
5/1/88  5:27:40 200 -023 5/5/88 - . 9:16:20 S50 - -0.25
5/1/88  5:46:29 000 -0.10 5/5/88  9:19:00 .
5/1/88  5:52:30 099 -0.12 5/5/88  9:20:30 X -0.30
5/1/88  7:53:19 099 -0.11  5/5/88  9:26:59 100 -0.18
5/2/88  6:21:00 099 -0.40 5/5/88  9:36:00  4.00 -0.06
5/2/88  6:24:39 149 . -0.62 5/5/88 - 9:48:39  0.50 -0.52
5/2/88  6:55:29 000 -0.09 5/5/88 . 10:00:30 0.00 -0.20
5/4/88  4:54:19 199 -0.31 5/5/88  10:01:30  0.00 -0.23
5/4/88  5:18:39 300 -049 = 5/588  10:04:00 0.49 = -0.20
5/4/88 - 526:34 250 -037 - 5/588  10:07:00  0.99
5/4/88  5:28:10 050  -0.17 5/5/88 - 10:08:59  0.99  -0.47
5/4/88  5:30:00 150 -0.35 5/5/88  10:09:59  0.00 -0.24
5/4/88  5:55:30 298 -0.27 5/5/88  10:10:15  0.99  -0.28
5/4/88  5:57:30 099  -0.30 5/5/88  10:13:25  1.48
5/4/88 . 6:00:09  0.00 -0.24 5/5/88  10:16:55  2.47  -0.38
5/4/88  6:01:49 150 -0.21 5/5/88  10:28:00 592 -0.42
5/4/88  6:08:39  0.00 -0.12 5/5/88  10:29:40 197 . -0.22
5/4/88  6:11:220 000 -0.24 5/5/88  10:33:09 345 0.16
5/4/88  6:23:49 050 . -0.32 5/5/88  10:41:20 148 . -0.13
5/4/88  6:26:59 150 -045 5/588  11:03:39 252 -0.15
5/4/88 . 6:37:50° . 950 -0.65 - 5/5/88 . 11:06:00 252  0.00
5/4/88 . 6:40:00 650 -0.46 5/5/88  11:15:49  3.52
5/4/88  6:47:59 150 -0.15 5/5/88  11:17:49  2.01 -0.22
5/4/88  6:48:39  6.50 -0.66 -5/5/88 - 11:23:39  0.00  -0.14
5/4/88  7:11:19 150 -0.33 5/5/88  11:26:40  1.51 -0.21
5/4/88  7:20:00  1.00  -0.31 5/5/88  11:29:00 0.50 -0.35
5/4/88  7:27:00. 200 - -025 = 5/5/88 = 11:30:20 101  -0.37
5/4/88 ~ 7:30:09  3.00° -0.26 '5/6/88  3:17:50° 099  0.73
5/4/88  7:34:09 250 . -0.32 5/6/88  7:02:30  0.00  0.52
5/4/88 . 7:36:19 300 -0.29 5/6/88  7:09:39 248  -0.33
5/4/88  7:37:19 200 -0.60 5/6/88 ~ 7:11:29  0.00° -0.13
5/4/88  7:46:40 = 100 -032 - 5/6/88  7:13:09 000 0.14
5/4/88  7:48:00  2.00 . -0.45 5/6/88  7:1629 . 298  0.13
5/4/88  7:49:10 100 -0.22 - 5/6/88  7:16:59  -3.48 012
5/4/88  7:50:10  1.00  -0.27 5/6/88  T7:18:19 447  -0.30
5/4/88 ' 7:57:49  1.00  -0.22 5/6/88  7:20:20 - 3.48  -0.27
5/4/88  T7:59:49. 400 -0.50 . 5/6/88  7:21:20 248 -0.36
5/4/88  '8:02:29. 149 -0.51 - 5/6/88 - 7:22:00 - 199 021
5/4/88  8:16:49 200 -0.21 5/6/88  7:23:30. 1.99 022
5/4/88  8:32:00. 3.00 -0.19 5/6/88  7:25:20 397 -0.18
5/4/88  8:46:09 = 397 - -0.23 - 5/6/88 - 7:29:40. 497
5/4/88  8:46:45 . 3.00  -0.33 5/6/88  7:31:49 248 -0.11
5/4/88 - 8:47:49 200 -0.25  5/6/88 - 7:33:09 248 - :0.14
5/4/88  8:50:30.  3.000 -0.32 5/6/88 ~ 7:34:09 397 - -021
5/4/88  8:56:20 150 -0.19 5/6/88 ~ 7:35:09 - 397 -024
5/4/88  9:10:49 248 -0.46 5/6/88  7:36:45 596 -0.67
5/4/88  9:21:10  1.86 -0.17 5/6/88  7:38:19 447 041
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NPM to Palmer

131

135
-125 -

0.58

093
052

024 -

Time.  A¢* AAt Time - A)®  AAt
Date D (deg)  (dB) Date (UT) __ (deg) (dB)
5/6/88 ~ 7:39:59 447 046 - 5/11/88  3:51:59 397 124
5/6/88  7:4039 794  -091 5/11/88  3:54:39 502 .
5/6/88  7:44:10 248 -044 5/11/88  3:56:40 592  -1.58
5/6/88 . 7:46:40 099 . -044 - 5/11/88  4:00:30 . 1.00
5/6/88  T:47:00 149 -046 - 5/11/88  4:0520 2.50 -003
5/6/88 - 7:4830 050 -032  5/11/88 . 4:46:00 397  -0.61 .
5/6/88 . 7:49:54°  0.50 -0.30 5/11/88  4:47:00 546 -0.95
5/6/88  7:51:00 050 . -0.14  5/11/88  4:51:20 199  -0.33
5/6/88  T:51:50 050 -0.30 511/88  4:52:59 000 -026
5/6/88  7:53:15  0.00 . -021 5/11/88  4:54:59 248 -033
5/6/88  8:02:19 200 -0.21 5/11/88  4:59:49 348 066
5/6/88 ~ 8:21:59. 450 -034 . 5/11/88  5:30:50 149 037
5/6/88  829:10 300 -033 - 5/11/88  5:33:20 298 -046
5/6/88  8:31:20 150 -030 51188  5:37:.00 348 -087
5/6/88  9:50:49 993 -0.62 5/11/88 - 5:5320 050 -0.28
5/6/88  9:51:39 199  -0.63 5/11/88  5:53:40  3.50
5/6/88 . 9:53:.09 248 .-025 511/88 55630  3.00 -052
5/6/88 - 9:53:49 - 248 -0.15 5/11/88  5:58:20 300 -071
5/6/88  10:27:00 397 -038 5/11/88  6:03:09 ~ 3.02 -048
5/6/88  10:29:10 1390 -098 - 5/11/88  6:03:39 352 072
5/6/88  10:32:50 149 -0.23 5/11/88  6:06:09 453 -070
5/6/88  10:33:25  3.48 . -0.43 5/11/88  6:09:19 352  -0.66
5/6/88  10:34:19 397 053 - 5/11/88 61120 050 -0.25
5/6/88  10:43:30 149  -0.32 5/11/88 - 62020 201 -0.63
5/6/88  10:45:00 397 -066  5/11/88  6:26:35  0.00 -046
5/6/88  10:49:00 298 -0.19 ~ 5/11/88  6:30:19  3.02
5/6/88  10:56:49  8.44 -0.37 511/88  7:29:40  2.50 - -0.36
5/6/88 . 11:01:39 400 -0.34 5/11/88 - 7:38:30 400
5/6/88  11:02:59 300 -021 5/11/88  7:43:50 250  -0.24
5/6/88  11:03:15 450 -0.41 5/11/88  7:4730. 200 - -0.10
5/6/88  11:06:44  7.00 -0.44 511/88  7:50:10  0.00
5/6/88  11:39:59 300 -0.12 . 5/11/88  8:01:50 248 . -0.24
-~ 5/6/88  11:42:59 200 -029 5/11/88 - 8:06:44 248 023
- 5/6/88  11:5%:10 000 -029 -  5/11/88  8:09:54 000 017
510/88  6:24:59 148  -0.16 5/11/88  8:21:49 199 . .0.18
510/88  6:28:19 049 -0.14 5/11/88  8:33:40 = 348 . -0.23
5/10/88  6:29:39  0.00 < -0.09  5/11/88  8:43:15 298 -0.38
510/88  6:32:19 049 -0.13  511/88  9:1620 000 -0.16
510/88 63329 197 -0.17 5/11/88  9:18:30 000 -0.23
510/88  6:37:200 197 " -021 511/88 922120 199 -0.25
510/88  6:4120 000 -0.16 511/88 . 9:22:59 099 -0.16
5/10/88  6:42:20 150 024 .~ 5/11/88 92929 - 000 -0.16
5/10/88  6:44:20 3.50 . -0.23 5/11/88  9:33:50 149 -0.24
5/10/88  6:47:39 1000 -0.66  5/11/88  9:36:00  0.00 . -0.30
510/88  6:52:49 450 -0.23 511/88  9:48:39 199 -0.17
510/88  7:08:19 248 -0.13 5/11/88  9:59:20  0.00 -0.25
5/10/88  7:57:29 596 -030 - 5/11/88  10:02:50 150 -0.37
510/88  819:59 . 151 -0.10 . 511/8 10:13:15 - 0.0 -0.22



NPM to Palmer

132

Time  A¢" AAt " Time Ad* . AAt

Date UD - (deg) (@B _Date (U (deg) (dB)
5/11/88 . 10:16:09 050 -039 S5/14/88  5:13:40 0.74.  -0.16
5/11/88 © 10:21:40  1.50 -0.32 ' 5/14/88  5:33:24 222 -0.68
5/11/88 © 10:29:00 250 -0.67 ~  5/14/88 - 5:34:30 148 -0.26
5/11/88  10:34:39 150 042  5/14/88  5:44:39 148 -0.15
5/12/88  4:39:29 296 -0.36 5/14/88  5:50:10  1.48  -0.36
5/12/88  4:42:10 197 -0.17 - 5/14/88 - 5:50:50  0.00 -0.21
5/12/88  4:4620 197 -0.22 5/14/88  5:53:20  0.00  -0.21
512/88  5:31:30 199 - -0.29 5/15/88  6:01:39 - 0.00 -0.11
5/12/88 - 5:33:14° 199 -035  5/15/88  6:02:59  0.00 -0.30
5/12/88 ~ 5:33:50 199 -036 - 5/15/88  6:03:29 099 @ -0.35
5/12/88 - 5:36:10 149 034 - 5/15/88  6:04:39 0.00 -0.22
5/12/88  5:38:59 149 040 ¢ 5/15/88  7:11:09  6.00 -0.57
5/12/88  5:43:39 348 -0.52 5/15/88  7:13:19 500 -0.26
5/12/88  5:51:40 099 021 . 5/15/88  7:3249 600 -0.44
5/12/88  5:55:00 000 -0.18 - 5/15/88  7:39:229 200 -0.29
5/12/88  5:55:50 099 -025 - 5/15/88  7:42:50  1.00  -0.20
5/12/88  6:33:15 099  -0.45 5/15/88  7:44:30 - 0.00 -0.16
5/12/88 . 6:36:10 199 -0.43 5/15/88  7:46:10  2.50 -0.18
5/12/88 - 6:37:40 000 -029 - 5/15/88  7:46:40  1.00  -0.09
5/12/88  6:44:40 199 -052 - 5/15/88  7:49:20 250 -0.20
5/12/88  6:51:19 149 -0.60 '5/15/88  7:51:20  3.00 -0.28
512/88  6:55:19 149 -0.36 5/15/88  7:52:00  5.00 -0.33
5/12/88  6:57:20 000 -0.25 5/15/88  7:53:19  4.00 -0.48
5/12/88  7:22:20 149 -0.30 5/15/88 ~ 7:54:09 550 -0.43
5/12/88 ~ 7:25:00 099 -0.30 5/15/88  7:56:35 350 -0.46
5/12/88 - 7:28:50  0.00 -0.26 5/15/88 = 7:56:59 250 -0.37
5/12/88  7:33:09 199 -0.32 5/15/88 ° 7:58:20 250 -0.18
5/12/88 7:35:09 099 -045 5/15/88  8:00:19 345 -0.24
5/12/88  7:36:35 - 149 -027 - 5/15/88  8:02:50 197 -0.30
5/12/88  7:37:09 050 -0.29 5/15/88 ~ 8:06:40 247 -0.32
5/12/88  7:39:45  0.00 - -0.26 5/15/88  8:24:59 197 -0.18
5/12/88  7:4420 298 -0.36 5/15/88  8:29:54 296 -0.21
5/12/88  7:53:39 199 -0.35 5/15/88  8:33:00 395 031
5/12/88  7:5629 099 -0.29 '5/15/88  8:33:50 296  -0.31
5/12/88 ~ 7:56:45 348  -0.33 5/15/88 ~ 8:36:10 - -3.45 -0.26
5/12/88  8:08:00  0.00  -0.18 5/15/88  8:43:19 296 -0.23
5/12/88 - 8:09:00 050 -0.57 5/15/88 ~ 8:46:35  8.88 -0.71
5/12/88 ~ 8:18:49° 200 -0.35 5/15/88 ~ 8:50:00  3.95.  -0.24
5/12/88 ~ 8:25:19 050 -0.18 5/15/88  8:53:20 7.40. -0.59
5/12/88  8:35:00 - 000 -0.16 5/15/88  8:54:10 296 -0.24
5/12/88  8:41:49 000 -0.I5 5/15/88  8:54:40 197 -0.16
5/12/88 ' 8:42:59 050 -0.17 5/15/88  8:56:20  0.99 -0.32
5/12/88  8:44:19° 100  -024  5/1588  8:56:50 = 296 -0.23
5/12/88  8:45.09° 1.00 -0.27 5/15/88 . 8:58:20, 197 -0.16
5/12/88  8:47:29  2.50 -0.34 5/15/88  8:59:10 444 023
5/12/88  8:52:10 © 000 -0.I8 5/15/88  9:01:09 © 3.00 . -0.31
5/12/88  9:01:59 099 -0.11 5/15/88  9:02:59 350 -0.20
5/12/88 - 9:07:09°  0.00  -0.11 5/15/88  9:03:19  3.00 -0.23



NPM to Palmer. -

Time = A$* - AA? Time Ad*  AAt
Date Q. (deg) (dB) Date  (UD (deg) . (dB) _

5/15/88 9:04:19 200 . -0.25 5/15/88  10:28:40  0.00
5/15/88 9:06:45 700 -0.40 5/15/88  10:32:49 000 -0.17
5/15/88 9:07:49 300 -0.11 ~  5/15/88  10:33:39 500 -091
5/15/88 . 9:08:49 200 . -0.13 5/15/88  10:33:59  0.00
5/15/88  9:09:59 150 -020 5/15/88 . 10:34:59 200 -0.28
5/15/88 9:10:19 250 -0.13 - 5/15/88  10:35:29 550 -1.09
5/15/88 9:10:29 150 -0.09 = 5/15/88 = 10:35:59 400 -0.50
5/15/88 9:14:30 250 -0.16 5/15/88 10:36:45 3.50 -0.56
5/15/88 ~ 9:15:10 . 3.00  -0.14 5/15/88  10:37:39 450 -0.77
3/15/88  9:15:50 - 3.00. -0.18 5/15/88  10:39:55  2.00 -0.53
5/15/88  9:20:20 .  4.00. * -0.13 5/15/88  10:40:29 450 -096
5/15/88 -  9:22:10 400 . -0.11 5/15/88  10:41:50 250  -0.84
5/15/88 9:23:39 450 -0.22 5/15/88  10:43:24 3.00 -0.73
5/15/88 9:24:09 0.00 - -0.18 5/15/88 . 10:44:50 150 -0.83
5/15/88 9:24:19. 3.50 . -0.20 5/15/88  10:48:40  0.00 -0.88
5/15/88 9:25:59 500 -0.31 5/15/88  10:51:00 0.00 -0.63
5/15/88 9:26:39 2.00 -0.07 5/15/88  10:52:20 350  -0.65
S5/15/88  9:27:59 400 -0.18 5/15/88  10:53:19 1.50  -0.43
5/15/88 9:28:19 450 -0.31 5/15/88  10:56:59  2.00 -0.26 .
5/15/88 9:28:49 450 -0.38 5/15/88  10:57:19 450 -043
5/15/88 9:30:29 450 -020 5/15/88  10:58:29  0.50 -0.23
5/15/88 - 9:35:20 000 -0.11 5/15/88  11:00:39 . 0.00 -0.26
5/15/88  9:39:54 1.00 -0.15 5/15/88  11:02:19 252 -0.24
5/15/88 9:42:40 6.00 -041 5/15/88  11:03:50  3.52 037
5/15/88 9:43:24 300  -026  5/15/88 11:05:00  3.02
5/15/88 9:46:19 800 " -062 -  5/15/88  11.06:10 503 048
5/15/88 9:46:59 1.00 -0.19 5/15/88  11:07:50 3.02  -048
5/15/88 - 9:49:59°  1.00 -0.39 5/15/88  11:.09:40 453 -0.74
5/15/88 9:50:59 1.00 -0.17 -~ 5/15/88 11:15:00 503 -0.63
5/15/88 9:51:15 200 -055 . 5/15/88  11:16:45 403 -0.68 -
5/15/88 9:52:39 200 -027 . 5/15/88  11:20:05 403 -0.52
5/15/88  9:53:19 1.00  -020 5/15/88  11:26:50 3.02  -0.53
5/15/88 9:54:59 200 -022 - 5/15/88  11:29:50 4.03
5/15/88  9:59:30 3.00 -0.57 - 5/15/88  11:32:50 352 -0.63
5/15/88  10:01:50 2.00 -047 5/15/88  11:33:40 1.51.  -0.39
5/15/88  10:03:40 350 ©-0.82 < 5/15/88  11:34:00 352 -0.35
5/15/88 . 10:06:10 500 -097 . 5/15/88 11:3720 101 -0.46
5/15/88  10:09:59 200 -0.59 . 5/15/88 12:01:59  0.00 -0.11
5/15/88  10:10:59 450 -1.07 . -~ 5/15/88  12:06:59 100 -0.16
5/15/88 © 10:13:19 050 -031 - 5/15/88 12:17:10 . 0.00 -0.17
5/15/88  10:14:59 250 -091 . 5/15/88 12:1920 0.00 -0.11
5/15/88  10:16:45 = 200 . -0.63 . 5/16/88 4:33:39 1.88 -0.96
S5/15/88  10:17:59  3.50 - -0.55 - 5/16/88  4:34:59 1.88 -0.79
5/15/88 . 10:20:04 200 -0.46 5/16/88 4:36:35 063 -0.15
5/15/88  10:20:50 2.00 -0.57 5/16/88 4:40:19 0.63 . -0.31
5/15/88 - 10:21:50 2.50 . -0.63 5/16/88 4:40:39 250 -0.54
5/15/88 - 10:24:000 0.00 - -0.32 - 5/16/88 - 4:45:40 3,13 -0.69
5/15/88 000. -031 5/16/88  4:47:10 © 250  -0.6]

10:25:00
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NPM to Patmer

CAAt

AY*  AA? Ap* |
Date (deg) (dB) Date _(degy @By

S/16/88  4:48: 250 077 5/16/88 :17: 0.50  -0.19
5/16/88 4:50: 063 -044 5/16/88 :19: 1.49 -0.38
5/16/88 . 4:51: 2.50 -0.52 5/16/88 :20: 298  -0.53
5/16/88 :53; 0.00  -041 5/16/88 25: 0.99 - .0.21
5/16/88 :54: 125 -094 5/16/88 . 6:26: 4.47

5/16/88 :55: 0.00. -0.59 5/16/88 :26: 298 -0.64
5/16/88 :56: 0.00 057 . 5/16/88 :27:59 099 -0.31.
5/16/88 :56: 0.00 -0.34 5/16/88 :29:19 199 -0.70
5/16/88 :58: 000  -039 . 5/16/88 :30: 199 -0.40
5/16/88 :33: 000 -043 - -~ 5/16/88 32:09 4.97 . -1.00
5/16/88 :36: 3.72 071  5/16/88 :33:50 . 1.49

5/16/88 :38: 3.10 . -1.11 " 5/16/88 :35:20 0.50 -0.32
5/16/88 40: 0.62 -0.35 5/16/88 :38:00 0.50  -0.18
5/16/88 41: 000 -0.22 5/16/88 :39:40 1.49 - (.59
5/16/88 ~ 5:41: 1.24 -0.43 5/16/88 :40:30 0.50 -0.52
5/16/88 42 0.62  -0.18 5/16/88 :145:20 248 -0.21
5/16/88 43: 3100 -0.85 5/16/38 :48:00 1.49  -0.26
5/16/88 :44: 3.100° -093 5/16/88 :48:50 0.50 -0.18
5/16/88 :44: 497 -0.88 5/16/88 :50:10 348 . -0.25
5/16/88 45: 310 -0.82 ' 5/16/88 :52:00 298  -0.11
5/16/88 :46: 124 -0.55 5/16/88 :53:29 199 -0.26
5/16/88 :46: 1.86 -0.40 5/16/88 :54:29 248 -0.11
5/16/88  5:47: 3.10 -0.82 5/16/88 :56:35 298 -0.17
5/16/88  5:48: 3.10° -097 5/16/88 :58:19 099 -0.08
5/16/88 . 5:49:40 062 -0.31 5/16/88 :59:09 1.49

5/16/88 :51:00 1.24  -0.57 5/16/88 :00:19 397 . -0.19
5/16/88 :52:50 1.24  -0.51 5/16/88 :01:59 248 -0.13
5/16/88 :53:20 186 -048 = 5/16/38 :02:59 248 -0.15
5/16/88 :53:40 124 -0.36 5/16/88 :05:10. 348 . -0.11
5/16/88 :55:30 1.86° -0.56 5/16/88 :13:00 2.48 - -0.07
5/16/88 :56:10 1.86 -0.46 5/16/88 :20:39 -2.98

5/16/88 :56:40 © 0.00 -0.15 - 5/16/88 21:19. 248 . 0.00
5/16/88 :57:10 062 -0.23. 5/16/88 :21:59 397  -0.02
5/16/88 :58:40 124 -035 5/16/88 :23:19 348  -0.09
5/16/88 :59:40 310 -0.61 . 5/16/88 23:59 199 -0.07
5/16/88 :01:09 149 -0.39 . 5/16/88 :25:59 596 . -0.07
5/16/88 :03:229 149 -034 5/16/88 :28:20 1.99 . .0.07
5/16/88 :03:59 . 497  -0.87 5/16/38 :29:30 447 -0.07
5/16/88 :04:39° 447 . -082 = 5/16/88 :30:40 546 - -0:.17
5/16/88 :05:19 596 -0.76 - 5/16/88 :32:30 . 447 -0.29
5/16/88 :06:35 199  -0.39 . 5/16/88 :33:10. 3.48 -0.07
5/16/88 5:06:59 248 -0.54 . 5/16/88 :34:20 447  -0.09
5/16/88 :07:59 348 -070 5/16/88 :38:29 . 199 .0.14
5/16/88 09:19. 099 -0.19 '5/16/88 :39:49 1.49 - -0.19
5/16/88 :10:19 . 0.50 -0.17 5/16/88 40:49- 397 0.56
5/16/88 :12:40 1.49  -0.36 - 5/16/88 41:19 397 031
5/16/88 :15:300. 099 -0.19 5/16/88 :42:49 397 -045
5/16/88 :16:34 099 -0.23 5/16/88 :44:59 298 048
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NPM to Palmer

Time Ad* AAT Time : - A¢* AAt

Date ah (deg.) (dB) Date (UT) (deg.} = (dB)
5/16/88 8:46:29 199 033 5/16/88 - 10:03:24 148 -0.16
5/16/88 8:46:49 348 -0.33 5/16/88  10:03:40 197 -0.14
5/16/88 8:48:19 596 -0.66 5/16/88  10:04:40 148 -0.09
5/16/88 8:50:40 298 -0.53 5/16/88  10:08:19 345 -0.36
5/16/88 8:52:00 497 -0.61 5/16/88  10:10:09 345 -043
5/16/88 8:53:00 149 -024 - 5/16/88  10:18:50 296 -0.26
5/16/88 8:53:20 0.00 -0.31 5/16/88  10:21:20 345 -0.26
5/16/88 8:54:40 348 -0.48 5/16/88  10:23:20 500 -0.40
5/16/88 8:57:20 348 -0.56 5/16/88  10:26:10 350 -0.34
5/16/88 8:58:20 0.00 -0.28 5/16/88  10:27:00 3.00 -0.23
5/16/88 8:59:54 298 -048 5/16/88  10:29:20 300 -0.17
5/16/88 9:00:09 3.00 -0.39 5/16/88  10:34:39  3.00 -0.03
5/16/88 9:01:39 250 -044 5/16/88  10:36:39  2.00 0.00
5/16/88 9:02:49 250 -0.38 5/16/88  10:37:49  2.00 -0.09
5/16/88 9:03:25 0.00 -0.13 5/16/88  10:39:39 300 -0.09
5/16/88 9:03:39 150 -0.23 5/16/88. . 10:40:09 = 5.50. -0.21
5/16/88 9:04:59 250 -0.28 5/16/88  10:41:09 250 -0.03
5/16/88 9:06:49 1.5¢ -0.15 5/16/88  10:42:20 500 -0.15
5/16/88 9:07:59 650 -0.79 5/16/88  10:43:40 200 -0.15
5/16/88 9:09:19 -8.00 -0.10 5/16/88  10:45:10  3.00
5/16/88 9:10:05 0.00 -0.16 5/16/88  10:46:40  3.00 -0.06
5/16/88 9:11:20 200 -021 5/16/88  10:50:10 250 -0.03
5/16/88 9:12:10 750 -1.13 3/16/88  10:55:19 2,00 -0.11
5/16/88 9:13:10 250 -044 5/16/88  10:56:35 5.00 -0.32
5/16/88 9:14:30 400 -044 5/16/88  10:58:39  3.00 -0.23
5/16/88 9:15:50 3.00 -052 5/16/88  11:00:05 641 -0.57
5/16/88 9:16:40 1.50 -0.11 5/16/88  11:01:09 197 -0.08
5/16/88 9:18:40 050 -0.11 5/16/88  11:02:09 690 -0.56
5/16/88 9:19:50 200 -0.10 5/16/88  11:03:15 345  -0.30
5/16/88 9:21:30 250 -0.13 5/16/88  11:05:40 099 -0.13
5/16/88 9:24:39 200 -0.10 5/16/88  11:06:50 493 -0.40
5/16/88 9:27:59 250 -0.10 5/16/88  11:08:40 7.89 -0.50
5/16/88 9:36:10 0.00 026 5/16/88  11:10:220 740 -0.52
5/16/88 9:39:30 1.50  0.00 5/16/88  11:11:40 148 -0.20
5/16/88 9:44:20 3.50  -0.15 5/16/88  11:13:00 296 -0.23
5/16/88 9:46:39 3.50 -0.10 5/16/88  11:18:19 345 -0.38
5/16/88 9:49:29 350 -0.13 5/16/88  11:23:29 148 -0.32
5/16/88 9:51:29 2.00  -0.16 5/16/88  11:23:59 296 -0.49
5/16/88 9:52:09 400 -0.32 5/16/88  11:25:19 049 -0.23
5/16/88 9:52:59 1.00 -0.21 5/16/88  11:27:20 148 -0.35
5/16/88 9:53:39 250 -0.29 5/16/88  11:28:00 247 -0.35
5/16/88 9:57:40 500 -0.56 5/16/88  11:29:00 049 -0.19
5/16/88 9:58:20 300 -0.35 5/16/88 1! *™50 049 -0.19
5/16/88 9:59:50 500 -0.54 5/16/88 1.’ ..40 197 -0.32
5/16/88  10:00:20 197 -0.23 5/16/88  11:35:00 000 -0.14
5/16/88  10:00:50 148 -0.23 5/16/88  11:35:34  0.00 -0.21
5/16/88  10:01:20 345 -0.32 5/16/88  11:39:55 148  -0.12
5/16/88  10:02:40 148 -0.09 5/16/88  11:42:59
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NPM to Palmer

. Time A¢*  AAt
Dot~ (Y (dep)  (aB)

5/16/88 11:44:59 345 033 . -
5/16/88 . 11:47.09. 099 70.1'4

* Negative phase events indicate phase retardation.

T Negative amplitude events indicate attenuation.
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Appendix B - Phase Correcting Program - Source Listing =

I* FILE: CORRECT.C

#include "global2.h"
#include "external.h"
#include "this_sys.h"

#ifdef QUICKC

#include <conio.h>  /*kbhit(), getch()*/
#endif _
#include <string.h>

#define NO 'N'
#define SMALL_NO 'n’

short main(int argc,char *argv])

long i;

short |, in_data;

char shift_flag
R char faianamé‘}SO]; _
:/Loop until input says stop the program.

%Nhi[e(get__ﬁle() == 0}

:/Get all the operating parameters
get_times();

et _processing parameters(): ' o
 Get-output HISTCEFAULT {JTPUT_DATAFILE, "wb");

:/Skip through the data file up to the first data of interest.
if (Irepos_data(skip_size)) '
rintf("Done skipping data\n”); :
grintf "Reading e}:ld gsalmples\)n“, read_size);

. Change the header block, by modifying the start time, and by adding
:/the processing parameters Used. Then, write it to the output file.

write_header();
in_data = shi#_initialize();

:ILoop over the number of samples to be processed
for (i =i2;+ S(i <= read_size )&& Heof(file _pointer));
. { _ _
:/Output the sample.
write_data(in_data);
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r o
:/Get the next sample.
in_data = read_shift();
if {feof(file_pointer))

printf("End of File encountered while ");
pnntf("reading data\n");

close(out_pointer);

else printf("EQF encountered while skipping data\n”);
fclose(file_pointer),

return{0);

}
/* FILE: GET_FILE.C */

#include "this_sys.h"
#include "global2.h"
#include "external.h”

#include <string.h> /* stmemp(), strtok(), strepy(), strlen() */

#define INPUT_SIZE 50
#define DEFAULT FLAG "\n\0"
#define STOP_FLAG "QUIT\n\0"

* An array containing the input filename. It is static so that the same
> filename can be the default for the next pass through the program.

/ .
}s.gatic char in_filename[INPUT_SIZE]} = DEFAULT_FLAG; .

* Function to query the operator for a filename, open the file, and read ~
> the header block. o .

* The function returns a value of 0 if the file is opened _
* successfully, 1if EOF is encountered while reading the header,
> and -1 if the STOP_FLAG value was entared for atilename.

short get_file(void)

short flag, i; |
char input_string[INPUT_SIZE];

long start msec;
for(i = 0; i <= (INPUT_SIZE - 1); i++) input_string[i] = in_filename][i];

*TrytoOpenthe File -
:ILoop until a vaiid file is opened.

{pnjntf *Enter the filename of the data file (or Enter for");
printf(" defauit):\n"); ) _ _
printf("Default is same as last time. Enter QUITtoend™);: -~ -

rintf{(*program\n®); i
gets(input_string, INPUT_SIZE, stdin);
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P _
:/Check for end of program string.
it {flag = (strncmp(input_string, STOP_FLAG, strlen(STOP FLAG :
" fag = (STITRinpia-sting, STOP_ (STOP_FLAG) .

:/If not default string, strip off "n", then use this as the file name. o
if (strncmpl(ing)ut_string. DEFAULT_FLAG, strlen(DEFAULT_F_LAG)_) o

striok(input _string,"\n"); )
strepy(in_filename, input_string):

* l\‘-.

If using the default, use the previous file name if it exists.
If not, Use the established default.

glse if SStrncmp(in_ﬁl_ename, DEFAULT FLAG, strien(DEFAULT_FLAG) _ |
N p)strcpy(ln_fll_ename, DEFAOLT_FILENAME); ~ N
}fmzﬂ?egS(ﬁie_pmnter: open(in_filename, "rb")) == NULL);
if (lfla o

*/

:/If not quitting, Get the Header Record

if (lread_header{))
:/File appears to be good, return a 0.
flag = 0;

OF encountered while trying to read header.
lose the file and return a'1.

elsel{
flag=1; . .
fclose(file_pointer);

E
*C
*/

}
:/Ending the program, retuma -1

else flag =-1;
return (fiag);

/* FILE: GET_HDR.C ¥
#include "global2.h"

#include "external.h"

#include <stdfib.h> /* atoi() */

/t
. * required for QUICKC on IBMPC *
f}nclu @ <memory.h> /* mememp() */

#define NO 'N'
#define SMALL_NO 'n'
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const char label[LABELSIZE]=LABEL;

r . S
* Function to read the header record from the file and extract the
* required information

/ .
short read_header(voi_d)‘
inti, j, numhdrs, flag;
char $wap_flag, in_data;
long stari_msec, '

/{
:/Get the First Header Record

rr
* guess at the block size

thg?_ﬁle.block_size = AS'SUMED_;HEADER__;SIZE;
rewind(file_pointer); .
* Read the entire header structure. g

fread(&datafilehdr, sizeof(char), this_file.block_size,
_file_pointer); .
|{f (I(flag = feof(file_pointer)))

&

* Is this a Header record ? o
if (menacimp(dataﬁlehdr.|abels_tring, label, LABELSIZE) =
{ - .

printf “oLs\n", datafilendr.abbrev);

prntf "%s\n",datafalehdr.titlel;

printf("Recorded on %8/%s/ %8 at %5:%85:%5.%s\n",
datafiiehdr.month, datafilendr.day,
datafilehdr.year, i
datafilehdr.hours, datafilehdr.minutes
datafilehdr.seconds, datafilehdr.msec);

printf{“Data recorded with sampling penod of");

printf(* %s\n" datafilehdr.sampling_period);
printf{"Data stored with %s bits",
- datafilendr.samplebits);
printf(" and %s bytes per sample\n”,
. datafilehdr.wordsize);

:lConvert some of the string fields from the record to numeric variables

this_file.numhdrs = atoi(datafilehdr.totathdrs);
this_file.start_time.hrs =

= atoi(d&tafilehdr.hours);
this_file.start_time.min =

. atoi(datafilehdr.minutes);
this_file.start_time.secC =

i atoi(datafilehdr.seconds);
this_file.start_time.msec =

T~ atoi(d&tafilehdr.msec);
this_file.start_date.mon =

. atoi(datafilehdr.month);
this_file.start_date.dat =

atoi(d&afilehdr.day);
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this_file.start_date.yr =
a on(dé%afltahdr ear);.

M T hJ i d);

ato aaaa rsam ing_perio
this_file.block. siz6 = T o

_ 5tou(datai|!'hdr recordsize);

this_file. cyce size =

"to:( atafilehadr. cycle size); :
this_file.swap = datafliehdr swapplng,

else
p{nntf( "File does not contain a Header Block\n

this_file. numhdrs
this_file.block_size = ASSUMED HEADER SIZE

+ It no header in the file, get the necessary mformatlon from
/the operator.

start_msec = parse -
"Stant Tlmg of the Fiie(‘ "0:0:0.017);

/ﬁ
:/If default, assume file starts at 0.

if (start_msec == -1) start msec = 0;
msec_{o_time(&this_file.start_ t;me start msec)

nntf("Enter the sampling period
pnntfﬂgn seconds)| (5) 9P

his_file.period = parse re)alg(float)o 02);
prinfi("ls the data swapped (low byte first)");

» printf(" (Y] or N .
:/Use the last character before the "\n' character as the response.

whiie((ln data (char)getchar()) l="\n")

if e N
! “Swjp gﬂag D&% _No

h:s iéswa = SWAPP
eise this_flle.swap = UNSWAPPED

} . _ R
"/If block size is different, try again wuth correct block size.
} ﬁule (this_file.block_size = ASSUMED_HEADER SIZE)
nntf ts(End of File encountered while reading headers\n");

efse nn "Done readmg header\n)
return (flag);

} P
/* FILE: GET_TIME.C*/ .
#include "global2.h"

#include "external. h"

#define NO 'N'
#define SMALL_NO 'n’
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& Function to input the times requured for the program

SI{IOI‘I get_times(void) ' '
long start_size;

* Fll’St find where to start looking at data.

stan size = parse_time("Start Time", "[beginnin of ﬂle "
if (start_; srzee: 0) Skip_ s(rze =0; [beg g ] )

» Compute the number of data samples to skrp over. |
else skip_size = (long)({start_size
P- “-time (to r%)s“ec(thls fila, start time)).
/ (thisTTilé.period * (float)1000.));
* Then how much data to look at.

read size = parsg_time("Total Amount of Data to Head" "[0 :30:0. 0] );
if (read_size <= D) read_size = 1800000; | .

» Compute the number of data samples to read.

read_size /= (this_file.period * 1000)
return(0);

/ FILE:GET PARAC "/

#include "giobal2.h"
#include "externai.h”

#define NO 'N'
#define SMALL_NO 'n'

[ﬁ
* Functron to get other processing parameters.
These include the size of one cycle of phase data, the averaging
/SIZQ for processing averages, and the dynamic Irm:ter size. =
short get_processing_parameters{void)

char shift_flag, in_data,
short default_cycle;

printf("Should the data be shifted to a single cycle (fY] or N)‘?"); -
* Use the last character before the "\n' character as the response.
whrle(&n data = (char etcharg) I=\n') shift_flag = in_data; -
if ((shiit_Tlag l= NO) && (shift_tlag I= SMALL_NO))
:l" not contained in the data file, get the cycle size.
if (this_file.cycle_size <> 0)
default_cycie = this_file.cycle_size;
else defau‘lfcycycle = FULL_SCALE /2!

printf("Enterthe size of oné cycle in raw data [%d]: "
default_cycle);
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his_file.cycle_size = parse_int{0, FULL. SCALE default_cycle);
})r%ﬁﬁ('"Sh%tin%‘ data topcove?o_n(e' cycle of %d unis.\n", — 7 C )i
his_file.cycle_size); . o

_}elseg this file.cycle_size = 0;
if(this_file.cycle_size = 0)

printf("Enter the rise time of the data (sec) [0._1]:_")_;} _
:/Figure out how many samples are required to make a transition.

this_file.transition_size = round(parse_real((float)0.1)
. this_file.period); L .
printf("Enter the fraction of a cycle considered to be a *);
rnintf{"transition (%%) {50]:"); . L
his_file.transition_level = (s or%:»arse_lnt(s, 100, 50) -
" (long)this_file.cycle_size / 100); S
wrap_value = this_file.cyTle_size; : " :

else
i depee pmmas
wrap_value = ;
this, Tie transition_sise = TRANSITION_SIZE:
. printf{("Enter the Processing Averaging Time (sec) [300.]:");
. Convert this to the number of samples in the processing average.
this_file.proc_average = round(parse_real((float)300.)
) [ this_file.period);
prgntf{"Enter the dynamic limiter threshold fdeg)- ")
P printf("(enter O if no limiting is to be done) [0]: ¥);
» Convert this from degrees to size in sample units.

this_file.clip_level = {short)(parse intbo, 180, 0)
¥ (longjwrap_vaiue 7180},

printf("Enter the maximum data slope (deg. per 0.1 sec.)");
» printf("{enter 0 if no limiting is to be done)g]()?: ") _

» Convert this from degrees per 0.1 sec. to sample units per tWo samples. |

this_file.slope_level = (short)(parse_int(0, 180, 0) * (floatwrap value
- pe- "this_(_ﬁle.p)e(ﬁod/ TB.)g )7 _ )- P~ _

return{0};

/* FILE: GET_OQUT.C */

#include "this_sys.h"

#inciude "global2.h"

#include "external.h"

#include <string.h> /* strnemp(), striok(), strepy(), strien() */

#define INPUT_SIZE 50
#define DEFAULT_FLAG "\n\0"
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. *The ou dpu'c filename. This is a static variable, so that the name can
be use

statlc char out_fllename[INPUT_SIZE] DEFAULT_FLAG, '_

/t
» function to open the output file.

. as arquments it takes a string conta:nln? the name bf the default |
> output filename, and one describing the type of access required, this -
would normally be "w" or "wb".

short get_ output file(char default name[] char access[])

short flag
char mpuf strlng[INPUT SIZE];

for(i = 0; | <= (INPUT_SIZE - 1); i++)
inpuf_string]i} = oTt_filenamel[i];

.-“i

ry to OPen the File
oop until a valid file is opened.

rintf("default);\nDefault is same as last time.\n");
ets(input strlng, INPUT_SIZE, stdin);

; If not default string, strip off "\n", then:use this as the file name.

t nntff"Enter the filename of the output file (or Enter for "}

if (strncmBSmput _string, DEFAULT FLAG strlen(DEFAULT FLAG))

strtok(input_string,"\n");
strcpy(out_filename, input_string);

* If using the default, use the previous file name If n eXIStS
Ilf not, use the established default.
else if (strnc DD out fllename DEFAULT FLAG
strien( 0{
strc y(out fllename defaul name)

_ Jwhile NULL == (Out_pginter =

#itdef QUICK '
fopen(out filename, access)));

#endif

#ifndef QUICKC

gendif fopen(out_filename, access,"rfm=fix" “mrs_512"))).
i .

return(0);

/* FILE: FILE_HND.C */

#include "global2.h" '
#include "this_sys.h” "
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I
. Function to read one data value from the file
+ The function returns the data value read from the file.
short read_data(void) '
int data_value;
r | | |
* Read each byte, and combine them as appropriate, dependmg upon .
/the swap flag. :
data_value = getc(file_pointer
if (this_{file. swg ( = SW p PEB
data_value += getcgﬂl e_pointer) * 2
. else data_value = data_value™ 256 + getc(fue _pointer);
» If an End of File is found, set the data to fiag this fact.

if ifeof(faie _pointer)) data_value = EOF_FLAG;
return(data_value);

L

- Function to write one data value to the file
» The function returns the data value written to the file.
short write_data(short data_value)

*/Write each byte, Least Significant first
putc&data value % 256), out_pointer);

putc({data_value / 256), out _pom*er)
return(data_value); -

/'t
» Function to Reposition the File to a specified point
*As an argument the function takes a long integer telling how many
> samples 1o skip over.
* It returns a Ioglcal vaiue that is true if an End of File was
» encountered while skipping data, and faise if the skip. was successful.
short repos_data(long skip_samples)

“short flag;
long i;

:IStart at the beginning
. rewind(file_pointer);
*/First skip over any headers

#ifdef QUICKC
seekéﬂk"a(_pomter (long)thls file. numhdrs thns file. block size,
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#else =~ e I o |
for(i = 1; i <= this_file.numhdrs * this_file.block_size; i++)
_getclfile_poinfer); _
ﬁendaf o

:/Compute the number of bytes to skip

skip_samples *= 2; .
prinff{"Skipping %ld bytes\n",skip_samples);

- Skip over all the bytes except the last one which will be read to -
» check for End of File '

#ifdef QUICKC JE
if (skip_samples >=2) - S
.. . seek(file_pointer, (skip_samples - 1), SEEK_CUR); -
4l ge (skip_samples >= 1) getcTiile_pointer):” - R

for(i = 1; i <= skip_samples: i++) -
(getc(filg _poirﬁér); P | +*)

#endif
if {flag = feof(file_pointer)) . o
nntf("End of File encountered while skipping data\n");
return(fiag); ‘

/* FILE: PUT_HDR.C */

#include "global2.h"
#inciude "external.h”

#include <stdlib.h>
#include <string.h>

char *my_itoa(short value, char string[], short rédix, sﬁo.rt width)

if (radix == 8) sprintf(stljint? ~70%0", width, value);

else if (radix == 16) sprinti{string, "%0*x", width, value);
eise sprintf(string, "%0*d", width, vaiue);

}return &string[0]}; Do

r ' _ :
. Function to adjust the start time parameters in the file header, and -
- write a new header biock. This biock also contains the processing
‘/parameters. .

short write_header(void)
struct time skip_time;
short i;

:‘/If this file did not have a header, we are going to give it one. B
if (this_file.numhdrs == 0)

memset(datafiehdirlabelstring, \0 ASSUMED_HEADER_SIZE):
strcp?r(datamehdr.Iabelstnni?, BEL);
A

my_itoa(1, datafilehdr.totalfidrs, 10, 2); . o n -
My TtoalASSUMED. FEADER SIZE,)da,tafilehd;.recordsize, 10,5):
gcvi(this_file.period; 8, datafilefidr.sampling_period):
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}
I : L
- First compute the data start time and date. .
:/Then put itin the file header structure, as strings.

msec_to_time(&skip_time, = - .
Iround(skip_size™ this_file.period * (float 1000.”;

add_times(&this_file.start Time, &skip_time, &this_file.start_date);

my_Toa(this_file:start_dafé.mon, datafilehdr. montR, 10, 2 o

my_Itoa(this_file.start_date.dat, datafilehdr.day, 10, 2);

my_itoa(th s_fg!e.start_cjate.gr, datafilehdr.year, 10, 4);

my_itoa(this_file.star_time.hrs, datafilehdr.hours, 10, 2);

my _itoa(this_file.start_time.min, datafilehdr.minutes, 10, 2):

my_itoaithis_file.stari_time.sec, datafilehdr.seconds, 10, 2); -

my_itoa(this_file.start time.msec, datafilehdr.msec, 10, 3):"

my_itoa(this_file.cycie size, datahlehdr.c_:ycle_sme, 10, 4);

my_itoa(this_file.clip_level, datafilehdr.clip_level, 10, 4); ~

my_itoa(this_file.slope level, datafilehdr.sope_level, 10, 4);
S_fi

my_itoa(this_file.transition_size, datafilehdr.transition_size, 10 2);
my_itoa(this_file.transition_level, datafilehdr.transition_level, 10, 4);
my_itoa(th s__flle.proc_avera%e datafilehdr.proc_average, 1, 4};
. dafafilehdr.swapping = SWAPPED; = . o

. Now write the header to the output file.

#ifdef QUICKC . o S o
M fvgq}te(&dataﬂiehdr, sizeot(char), this_file.block_size, out_pointer);
endi . _
#ifndef QUICKC =~ = n L
fwrite(&datafilehdr, this_file.block_size, 1,0ut_pointer);
#endif
. Also copy over any other header blocks.
for (i = 2, i <= this_file.numhdrs; i++)

) freadls&datafilehdr, sizeof(char), this_file.block_size, file_pointer);
#ifdef QUICKC ) - e ' . ) S
fgy{lte(&dataﬂlehdr. sizeof(char), this_file.block_size, out _pointer);

#endi
#itndef QUICKC . , . '
fwrite(&datafilehdr, this_file.block_size, 1 ,out_pointer);

#endif
return{0);

/* FILE: FIX_DATA.C */

#include "global2.h"

#include "eéxternal.h”

#include <stdlib.h> /* atoi(), abs() */

#define MY TRUE 1
#define MY_FALSE 0
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» | .
* These arrays contain the next few data values, so that the program

* look for trends in the data and decide on the validity of upcoming can .~

:/data points.
static short buffer{TRANSITION_SIZE + 1], /*Array of the next few data~ -

- values, The current]d*ata s

... taken from buffer[0]. */ -

flag[TRANSITION_SIZE + 1]; I*Array of flag bits o
o - corresponding to the data in

buffer{]. */ ~ o

* These three variables contain thresholds used in deciding how to
* correct or shift the data around. They are stored as staticgvariable_s to-
:,avmd recomputing each time they afeused. -~ -~ '

static short one_fourth_range,  /*variable containing one fourth of the
_ maximum data value ailowed after
processing."/ = ' S
three_fourths_range,” /"variable containing three fourths of o
the maximum data value allowed after
. processing.*/ L '
full_scale; *variable containing the maximum data
, value allowed after processing.”/
static short slope_flag; /*a flag indicating that an excessive
slope has beer found in the data. o
As Ionlgbas this flag is set, data
will be considered bad, It is cleared
th_e{'n g/dat_a value falls within normali ..
imits. : S

/t
- First shift the data through the storage buffer.
. The data and flag buffers are shifted down one, the new value passed

. as data_value is'put in the top of the buffer, and the oldest value [0]
. s returned as the current data, using the function return value.

short buffer_shift(short data_value)
short i, current_buffer, current_flag, future_buffer;

current_buffer = buffer[0];
. current_flag = flag[0];

:/Shift the buffer down one.
for (i = 0; i <= (this_file.transition_size - 1); i++)
bufferfi] = bufferfli +1];
flagl[i] = flag[i + 1]; |
r .
:/Put the new data at the top of the buffer

future_buffer = bufferithis_file.transition_size
= data_value & DATA "MASK;

flag[this_file.transition_size] = data_value - future_buffer;
return({current_buffer + current_flagj;
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* This function detects when the slope of the data over the next two

* samples exceeds a specified threshold. If it does, those two samples are
* marked as invalid, and a flag is set. As long as the flag is set, all _

* subsequent data will be considered invalid, untii a data point falls

* within normal iimits, as determined by the function clipper().

* The current data value is passed to this function as an argument, and

N nc':?‘tgmeeg as the function return vaiue. Only a flag bitinitcanbe

» ngeda. : B )

-{short slope_limit(short data_value)
short current_buffer, current_flag, next_data, next_next_data;
current_buffer = data_value & DATA_MASK;
current”flag = data_value - current_buffer;
if(this_file.slope_level i= 0)

next_data = buffer[0] & DATA MASK;
next_next_data = buiffer{1} & DATA_MASK;

» lf the flag is set, mark this sample as bad data. :
if (siope_flag == MY_TRUE) current_flag |= SLOPE_FLAG;

* If this sample is good data, and the slope exceeds a threshold, then
» mark the next two points as bad, and set the flag. o

if ((current_flag & (BAD_FLAG + SLOPE_FLAG)) == 0)
if ({(current_buffer - next_data) '
> this_file.s o?e level}

|
&& ((Next_data < next_next_data)
> this_file-slope_level))

buffer{1] |= SLOPE _FLAG;
slope_flag = MY_TRUE;

}else if “(current buffer - next_data)
{

buffe OI] |= SLOPE_FLAG;

< -this_file.slope_level) -
&& ((next_data -next_next_data)
< -this_file.slope_level))

{ buffer[0 l: SLOPE FLAG;
uffer{1} I= SLOPE _FLAG;
} slope_flag = MY_TRUE;

}

return({current_buffer + current_flag);

r
* Function to look for vaiues that are in transition between two
» equivalent points, one cycle apart. These must be stripped out before
» any shifting is dons, as the shifting will obscure the fact that these
were transition points. This is done by setting the BAD bit of the flag
. nébble.n'lihls ées can only be done if no EOF or BOF has been
- * encountered. ' ,
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* The current data value is passed as an argument, and returned as the

:/function return vaiue. It does not get changed. -
short transition_check(short data_value) , L
- short current_buffer, current_flag, i, future_buffer, future_flag; .

current_buffer = data_value & DATA_MASK;
gurrent” flag = data_value - current_buffer;
if(this_file.Cycle_siZeé != 0) .

tuture_buffer = bufferfthis_file.transition_size];
futurefiag = flag[this_file:Transition_sizé];

i{f (future_flag l= EOF_FLAG && current_flag l= BOF_FLAG) -

~ If the difference between data points spaced transition_size' apart :
exceeds the specified threshold, mark all points between them as bad.

if (abs(‘curre,nt buffer - future_buffer)
>=this_file-transition_jevel)

for (i = 1;i <= (this_file.transition_size - 1) "
3 44 ] )
flagfi] |= BAD_FLAG; _
}

return{data_value);

+ Function to shift data down to a single cycle and add hysterisis to

. avoid jumping back and forth. . S .
This function"decides, for each data point, whether to shift the data

» up or down by wrap_value, in order 10 keep the data reasonably

. smooth. This'is done by iooking at & long term average called

. running_average and Keeping The data close to the long term average.

* The current data is passed to the function as an argument, and the
, shifted data is returned as the function return value. '

fhon cycle_shift(short data_value) _
char translate; /* aflag indicating whether the data has

-«

been transiated. */ 2 Tl
short current_butter, current_flag, i, future_buffer, future_flag; - -

current_buffer = data_value & DATA_MASK;
current_flag = data_value - current_buffer;
if(this_file.cycle_size |= 0)

future_buffer = buffer{this_file.transition_size];
future”flag = flag[this_filetransition_size];
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It
:/ always translate down tc useable range -
if (current_butfer >= full_scale)

current_buffer = current buffer % wrap value
translafe = MY_TRUE; _

}else translate = MY FALSE
* Now apply hystensrs
* First if rurining average is in upper quarter translate data up
*/to top half of range.
if (running_average > three_fourths_range)
if (current_buffer <= wrap_value)

current_buffer = current_buffer + wrap_ value,
translafe = MY_TRUE;

}

* Second, if runnmg average is in bottom quarter transtate data down
*/to bottom halt of plot

else if (running_average < one_fourth_range)
if (current_buffer >= wrap_value) '

current buﬁer-current buffer - wrap__ value
translafe = MY_TRUE;

}

* Finally, if running average is in middle half, translate data up

/or down to move data within half of range, centered on the average. - |

else

if (current_buffer >=
(running_average + one_fourth_range))

current_buffer = current_buffer - wrap_value;
transiatée = MY_TRUE;

else if ((current buffer <=
running_average - one fourth_range})

currept_buffer = current buffer+wrap value |
transiafe = MY_TRUE; _ _

}

/ﬁ
. If the data has been moved around, set the flag bit.
if (translate == MY_TRUE) current_flag |= SHIFT_FLAG;
return{current_buffer + current_flag); '
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* Function to update the running average, if this is not bad data.

* This average is a littie bit complicated in order to avoid round_off

* errors due to the bit size of the computer. Two variables are '

* maintained, The first is running_average, which is the current best

* approximation to the long term average %wen that it mustbe an

* integer. The second variable is accumulated_error, which is essentially
* the fractionalpart of the running_average, lnch_atmg how far off the

* actual long term average the rufining_average is. Every time . .
* accumulated_error exceeds the averaging size (proc_average), itis

* decreased by that amount, and runnmg__averag_e is incremented.

* The equation for the running_average 1S essentially: '

- {old_value)*(proc_average - B)/proc_average + new_vaiue

* the current data value is passed to the function as an argument, and

]

:/there is no return vaiue.
short processing_average(short data_value)
short current_buffer, current_flag; '

current_buffer = data_value & DATA_MASK;
” current_flag = data_value - current_butfer;

* It this is good data, use it to update the average. _.
if ((current_fiag & (BAD_FLAG + SLOPE_FLAG + LIMIT_FLAG)) == 0)

accumulated_error = (short)((g!ong)accumuiated_error .
* (this_file.proc_average - B)) | -
+ ({lofig){current_buffer - running_average) * 9 *
this_file.proc_average)) / this_file:proc_average);
while(accumulated_error >= this_file.pro¢c_average}

accumulated_error -= this_file.proc_average;
running_average++, -

whiie(accumuiated_error <= -this_file.proc_average)

accumulated_error += this_file.proc_average;
running_average--; _

;etu rn{0);

* Now establish the region of the data we are currently usin%, If the

~ average up to this point is at the bottom of the chart, and this point.

» is near the middle, reset the average to the middie of the chan, to

» force data to be transiated into the'middie region. Conversely; if the - .

. average is at the _todp, and the new data is near the middle, réset the
average to the middle, to force data to be translated into the middie

» region.
short shift_average(short data_value) -
short current_buffer, current_flag; -

current_buffer = data_value & DATA_MASK;
current_flag = data__value - current_buffer;
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r _ '
» It this is good data, use it to update the average.
if ((current_flag & (BAD_FLAG + SLOPE_FLAG)) == 0)

if (running_average < one_fourth_range && current _buffer
> {(one_fourth_range + tunning_average))

running_average += wrap_value;

else if (runnm%_averageﬂhree fourths_| ran?e &&
current_buffer < {rinning_average - 6ne_fourth range))

running_average -= wrap_vaiue;
%'eturn(O);

* Thzs function clips the data at a sgecifiecj leve! on either side of -
~the runmnP average. It assures that a single bad sample cannot
» significantly affect the averages. - '

* The current data value is passed as an argument, and the functlon
/return value is the clipped data value.

{short clipper{short data_value}
short current_buffer, current_flag, temp;
current_buffer = data_value & DATA_MASK;
current”flag = data_value - current_buffer;
if (this_Tile.clip_level = 0)

if (current_buffer
> (tenmip = running_average + this_ f:le clip_| Ievel))

current_buffer = temp;

* just to make sure that we cannot end up with all flags set, if this -
* data point has the SLOPE_FLAG set, do not also set the LIMIT FLAG.

if ((current_flag & SLOPE FLAG) 0)
current_flag |= LIMIT_F

}
else if (current_buffer
< (temp = running_average - this_file.clip_level))

current_buffer = temp;

* just to make sure that we cannot end Lap with all flags set, if this
/data point has the SLOPE_FLAG set, do not also set the LIMIT_FL_AG.

if {(current_flag & SLOPE FLAG) = 0)
) current_flag |= LIMIT_FLA
. If the data is within acceptabie limits, then clear the slope_| ﬂag, to
/say that the data is back to normal.

else slope_flag = MY_FALSE;

L]
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else slope_fiag = MY_FALSE;
return(cﬂ?rentgbuﬁer T curren’t _flag);

» Function to read one data value from the file and massage it
short read_shift(void) )
short data, current_buffer, current _flag;

. o
* First get the new data and shift it through the buﬂer
* Then, check for transrbons between points a cycle apart.
/Next look for excessive slopes.

data = slope_limit{transition_check(buffer_shift(read_ data())))
* Shlft the data downto a srngle cycle.
, data cycle_ shift(data)

* lastiy, update the running_average, and clip the data to. Irmlts around
/the funning_average. . .

shift_average(data);

data = clipper(data);
processin average(data)
return (dafa);

* Function to initialize the shift data buffer, by stuffing it full of the
* first TRANSITION_SIZE samples read from the current file location.
Tri?tf'ts functr&n alsosets up thresholds, and initializes flags for the
* shifting routine
» This fL?nctron must be called before any of the functrons above can be
» used reliably. .

: The function returns the ﬂrst data value to be used_.

short shift_initialize(void) |
short i;
long running_total;

/*

*/Compute various thresholds and start flags out nght
full_scale = wrap_value * 2 B
oné_fourth ran € =wrap value/2 '
three fourffis n[ge_furrscale one fourth _range;
slope_flag = MY_ _ _ -

* Stuff the buffer full of BOT flags.

for (|=0 i <= this_file.transition_size; i++) .

flag[r] B(gF FLAG;
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I . ,
* Start the running_average at something reasonable (midscale).

running_average = wrap_vaiue;
accumulated_error = 0;

» Start reading in data to fill up the buffer, and massage the data as -
» needed.

for (i = 0; i <= this_file transition_size: i++
gycreea% n‘t(slo?e limit(transifion_t checL(buffer Shlﬂ(

. Ncnlrv set the running_average to the average of the flrst few data
values.
*

running_total = 0;
for (i = 0; | <= this_file.transition_size; i++)
running_total += buiferi];
running_average = running_ total / (this_file.transition_size + 1);
. accumtlated_error = 0;

'/Fma!ly, get the first real data value to return.

return (cycle_shift(slope_limit{transition_check(buffer_shift
g S it slope_imit ( {

/* FILE: PARSING.C ¥

#include <stdio.h> /* fgets(), Pnntf( Wi
#mciude <stdlib.h> /* atof(), atoi() ™ .
#inciude <string.h> /* strnémp(), strtok(), strien() */
#include "datafile.h"

#define DEFAULT FLAG "\n\0"
#define INPUT SIZE 50
#defing MSECIN_DAY 86400000

const short days_in_month[13] = {0,31 .28,31,30,31,30,31,31,30,31,30,31}; |

L

- functions to round a float variable to the nearest integer.

short round(float x) .
return{(short){x + (float)0.5));

long Iround(float x)

return{(long}{x + (float)0.5});

[

%

: Function to convert a time structure to milliseconds.
long time_to_msec(struct time skip) B
return((long) iéskip.hrs * 60 + skip.min) * 60 + skip.sec) * 1000
| + SKip.msec); _
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"
oot Functlon to convert total milllseconds to atime structure
(hr min, sec, msec). §

short msec_to ttme(struct time sklp. tong msec)

long temp, temp1;
if (r%sec E_ 0) P

*skip).msec = ahort)(msec 1000 * (temp = msec/1000)):
sk1 .sec = {short)(tem -60* temp1 =temp / 60)}; -

Sklp .hrs = short temp1 / (sho rz

*skip).min = (short)temp1 - (short)6G * (*skip).hrs;

else (*skip).hrs = (*skip).min = (*skip).sec = (*skip).msec = 0
return (0},

}

short increment_date(struct date *source_date)

(lsource date).dat++;
if ((*source date) dat > days_in_month[(*scurce_date). mon])

source date).dat=1;

*source_date mon++

If ((*source date) mon > 12)
source date).mon = 1;
*source_date).yr++;

;'etu rn{0);

short add times(struct time “source, struct time mcrement
struct date *source_date)

long msec;

msec = time_to msec('source¢+ time_to_msec(*increment);
whiie (msec>=MSEC_IN_DAY)

msec -= MSEC _IN_DAY;
increment_dateTsotirce_date);

msec_1o_time(source, msec);
return{0)7

~ Function to get a fioat input value,
/It allows for the setting of a default value if none is input

float parse_real(float default_vaiue)
char mput _string[INPUT_SIZE];

float valu
fgets(lnput string, INPUT_SIZE, stdin);
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p . _ _
: If no data, set to defauit value_.

i (strncmp(input_string, DEFAULT_FLAG, strlen(DEFAULT_FLAG)) ==0)

value = default_value; '
else value = (float)atof(input_string); -
return (vaiue); '

/*

* Function to get an intgger input value, - o i -
» It checks the input and"'makes sure it is between a specified maximum - _
. and minimum value. It also allows a default value to be set if no

*/number is input. o S

short parse_int(short minimum, short maximum, short defaUIt-_v_ﬁafue)'
char input_string[INPUT_SIZE]; SRR T

short flag, value;
:/Loop until valid values are obtained.

do
{fgets(input_string. INPUT_SIZE, stdin);
> If no data, set to default value. . _
if (stmcmpéinput__strin . DEFAULT_FLAG, strlen(DEFAULT_FLAG))

) vaide = default value;
else value = atoi(input_string);

» Check for valid range.

it (flag = {value < minimum || value > maximum))
. printi("invalid value, please reenter: ");
}while ﬂaP);
| return (value),

. Function to input a specified time in the form of hours, minutes,

» seconds and milliseconds, seperated by appro riate delimiters. _
» The arguments are strings, the first describes the time being asked for,
* and thé second describes the default value to be used. )

» The value returned is the total milliseconds corresponding to the time
:/specmed. It will be -1 if the default is chosen. )

r _

:/_Possible delimiters in time string. -

const char *delimiters = " ./";

iong parse_time(char description[], char default_string]])
char flag, input_string[INPUT_SIZE]), item_string[3], *token;
iong value; .
struct time new_time;

rintf(" Enter the %s (hh:mm:ss.mmm), %s: " description, =

P (' ter a_ult_gtri(n glr . h % ption
fgets{input_string, INPUT_SIZE, stdin);
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if (strncmp(mput stnng| DEFAULT_FLAG, strlen(DEFAULT FLAG)) 0)

eise {
:/breakthe string into tokens for the various time fields. .

token strtok(i nput stnng. dehmlters)
if (token == NULL) Rrew_time.hrs = 0;
else new_time. hrs atoi(token);
foken = sTrtok NULL, delimiters);

it (token LL) new_time.min = 0;
else new tlme min = atoi(token);
token = striok(NULL, delimiters);

if (token == NULL) new_time.se¢ = 0;
else new_time. sec atoi(token);
token s"frtokb ULL, delimiters);

if (token == N LL) new_time.msec = = 0;
else new_time.msec = atoi(token);
value = time_to_msec{new_time);

;eturn(value).

/* FILE: GLOBAL2.C */

#include <stdig.h>
#include "datafile.h™

struct file_data this_file;

struct header1 datafi lehdr;

FILE *file_pointer, *out _pomter

long skip_size, read _siZe;

short runfing_average, accumulated_error, wrap vaiue

/" FILE: THIS_SYS.H ¥/

ine DEFAULT FILENAME "scratch:npm-p-6.dat”
#define QUT FILENAME " cratch1ranstdat

#define DEFAULT OUTPUT_LISTFILE “scratch :data.spl”
gggpgg %EIF FILENAME "scératch:shif dat.dat”
i

FAULT_OUTPUT_| DATAFILE scratch update dat".

/* FILE: DATAFILE.H */
:/datafile.h -- header format for standard digitized data files.

I . _
. set the block size for Header records -
#define ASSUMED_HEADER_SIZE 512

* thrs defines the assumed label forthe first header record
and the size of the label field -

#deflne LABELSIZE 8

- 158



#define LABEL "DATA"

/i
. Set the assumed full scale data value
#define FULL_SCALE 4096 R

Ii
:/Set the assumed cycle size for each station

#define PALMER CYCLE 2085
#define STANFORD_CYCLE 1988

/i
* Set the number of samples r

:/mput. ie., the filter rise time, in samples. -
#define TRANSITION_SIZE 10

eguired to make a response to a step . .

r R

. Set the possible flags used to mark massaged data. These are powers '
. of two from 1 to 8. A massaged data byte will contain the data value
» Plus 0 to 15 times the maximum data value. The number from Oto 15
. Is the sum of all fiags that are set. . B o
#define BAD FLAG (8 * FULL SCALE)

#define LIMIT FLAG (4 * FULC SCAL

#define SLOPE_FLA { .
#define SHIFT_FLAG (1.
#define DATA_MASK (FU

” | . .
. Set the value returned for data when an EOF is encountered - -

#define EQF_FLAG ishon} (1 5* FULL_SCALE;
#define BOF_FLAG (short){15 * FULL_SCALE

L

. these define possible values for the typemark field of the
*/header. o R

#define AMPLITUDE _ A’ .

#define PHASE P ; _

#define REFERENCE 'R' L ;s

#define SPECIAL 'S /* special or unknown */ .

#define DUMMY  '* /Minvalid datal*/ . o '

#define NOINFO  "0'/* no information -- data possibly -
from some oid version of software - ° . -

P or from stripped-down software...*/

:/swapping types

#define SWAPPED __ 'S’
#define UNSWAPPED 'U' -

no.
:IS|gmng types

#define SIGNED __ 'S’
#define UNSIGNED'U'
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/'l'
» calibration types

* If uncalibrated all other calibration-related fields are to be

* ignored and may contain garbage._If either max or min values .
» are calibrated then the corresponding field should be a reasonable
:/ﬂoatmg point number.

#define CALIBRATED 'C'
#define UNCALIBRATED U
#define ONLYMINCALIBRATED 'N'
#define ONLYMAXCALIBRATED X'

fb

. For portability (and type-ability) the header is made up entirely

» of ascii bytes. For ease of reading with scanf all strings are
null-terminated. All numbers, including floatm% fomt numbers,

. are written as null terminated strings, é.g. "0.401". '

> if a field Is incompletely filled by characters or digits, the rest
» of the fieid is to be filled with nalls (\0").- . - S

. There are some single-character fields. These are not read as
, Strings and thus do not have null-termination.

- The "DATA\0\O\O\Q" identifier in the beginning is for programs -
. Which read these files to know that thistile has a header.

> The option for additional headers is application-specific. Standard
; grograms should be able to skip over any additional headers without
. breaking. Additional headers might simply contain text to explain
the following data in greater detail. Some programs might wish
; éoatallow the user to add explanation headers after looking at the
a. . .

struct header1
char labelstring[8], /* identifier, should be "DATAO\O\O\O" */

totathdrs[3], [* total number of headers .
: incl, this one. (null-terminated ascii) */
abbrev{8], [* 7 char abbreviation for title if any *

s_.tationco]de[.?;L /* Receiving Station 1.D. Code */
itle where the récording was made/itle */

title[82
mor[nh 1, /" numeric WITH ZERO PLACEHOLDER,
e.g. 03 = march, 10 = october, etc. */
day[Sg /* numeric with zero placeholder */
Kear[ /* full year, e% 1987°% o
ours| /* numenc with zero placeholder */

minutes[3 /* numeri¢c with zero piaceholder */
seconds[3], -~ /' numeric with zero placeholder */
msec(4], ~ /* milliseconds later than above time,

i . again with zero placehoiders */
sampling 1_pemc: 15}; {* floating point number in Hz */
samplebits[3], BITS per data sampie (e.g., "12") --

] : this establishes min/max vaiues */
wordsize[2], /' bytes reserved per data sample(*1","2"...)*/
typemark, /* see data type #defines above */ -
swapping, I* see swapping type #defines */
signing, I* see an_nm type #defines */
cdltypa, /* see calibration type #defines */
calmin(} 55] [ floating poinf min value if calibrated */
calmax|1 I floating point max value if calibrated */
calunits{40],  /* nuli-terminated units string {eg "volts") */
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cycle_size /* size of one cycle of phase ¢ data in raw samples‘/
clip_ r‘ve[ dynamtc limiter threshold */
slope_levell5], /* maximum slope threshoid */
transifion_size[3], /* n%zmbetro sa/rnples required to make
ransitions ¥
transition Ieveé /" size of transmon needed to count it */ .
roc avera ]HEA number of sa fes in processm average /

recordsazelsl /* bytes to get in single read, usually 512 */

l (A'SSU DER_SIZE - 25 round ouf header total.
This re ion should not be filled with
anythmg but nulls, so that later
versions of this header will be o
comFatlble Any text.comments should
. be placed in addmonai headers. %/ = -
struct time
. int hrs, min, sec, msec;
struct date

int mon, dat, yr;

{struct file_data

int numhdrs; /“number of header records in the file*/

float Fenod /"the samplmq period for the data"/

struct time start_time; /“the start’time of the data (hrs,min,sec msec)*/
struct date stari_date’ /*the starting date of the data (mon,day,yr) ¥/
short block_size, /*the block size of this file*/

C}(clee‘s,ge *the size of one cycle of phase data in samples*/

slope Ievel

transifion_size

transition”level,

proc_average;

charswap, *flag to indicate whether data is byte

- station_code[3]; /*two Ietter%?atlon identification®/

h

/*

FILE: EXTERNAL.H*/

extern long time_to_msec{struct tl!'l‘lé)
extern long parsé_fime(char [}, c
extern short parsé mt‘short short,s ort); _

extern flpat parse rea
extern short roun

{ftoa §;

extern long Iround float R

extern shorn msec_to_time(struct time *, long);

extern short add_fimés(struct time * , struct fitne *, struct date *);
extern short get Tile(void);

extern short get_output_ |Ie(char[] char []);

extern short get_times(void

extern short get_| _processan _parameters(vozd)

extern shont ski data

void

extern short shift_inj |a||ze(v01d
extern short read”shift(void);
extern short read_header(void);
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extern short read_data void); o
extern short write_header(void); o L
extern short repoS_data(long); o

f* FILE: GLOBALZH */

#include <stdighs
#inciude "datafile.h"

extern struct file_data this_file;

extern struct header1 datafilehdr;

extern FILE *file_pointer, *out_pointer;

extern long skip_size, read_size;

extern short running_average, accumulated_error, wrap_value;
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