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ABSTRACT

The study of wave particle fnteractibns in the earth's magnetosphere
has advanced markedly in the last decade. Understanding of these inter-
actions is ihportant bécause bf their pbssibTe impact on the ionosphere
in general and VLF and ULF communiéations in particular, their control df
the radiation bé]t bartic1es and the role played by tHe waves in diag-
nostics 6f the magnetosphere. One important class of wave particle Tntef-
" actions is the gyroresonant interaction of coherent YLF whistler mode
waves and energetic particles. The waves involved can be natural
whistlers or discrete emissions or signals injected into the magneto-
sphere from VLF ground transmitters, such as the Stanford University
transmitter at Siple, Antarctica, and large scale power grids. These
coherent waves interact in the cyclotron-resonance mode with the ener-
getic particles trapped in the radiation belts. As a result the waves
grow or decay in amplitude and the particles are perturbed in pitch angle
and energy. The perturbations in pitch angle are of special importance
in that they result in precipitation of particles into the ionosphere.
Until recently this effect has only been studied using linear theory and
analytical techniques. In the present work, a computer simulation study
of this interaction is made with special emphasis on computing the wave's
effect on the particies. With this approach it is possible to obtain a
full nonlinear solution of the equations of motion in an inhomogeneous
medium. The nonlinear results are compared with those of the linear
theory and a convenient criterion is presented for determining when a
complete nonlinear solution is required. It is found, for example, that

in the case of equatorial scattering by a 5 kHz CW pulse near L = 4
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linear theory begins to break down when the wave amplitude exceeds 3 my.

We represent a full distribution of energetic particles by 40-50,000 test

s

bartic1es, distributed appropriately in phase space. By computing the
complete trajectories of a]f these partic]és the perturbation of the full
distribution is estimated. The wave induced precipitated flux is com-
puted and it is shown that significant particle fluxes (order of 10“1.
ergs/émZ-sec) can be.precipitated fnto thé atmosphere by wave§ of moderate
intensity (order. of ]O.my). These fluxes produce significant.perturba-
tions in the nighttime ionosphere. Bofh the incoming fiuxes an& the
ionospherig perturbatiqns ahpear to be measurable by presently available

instruments.
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I. INTRODUCTION

The subject of this research is the nonlinear cyclotron resonance
wave-particle interaction in the magnetosphere, with particular emphasis
on the wave-induced perturbations of the energetic particles. In this
section we give a brief introduction to the topic and'describe the pre-

sent work and the specific contributions.

A. THE EARTH'S INNER MAGNETOSPHERE

The immediate environment of the earth consists of (i) the neutral
atmosphere, extending up to 60 km above the earth's surface, (ii) the
ionosphefe, a region of highly ionized gas (heavy ions, protons and elec-

trons) as well as neutral particles extending up to about 1000 km_a1t1tude,

and (iii) the magnetosphere consisting mainly of protons and eJ§¢trons

netosphere could be viewed as a smooth continuation of the ionqgl ere

fic j.é?g’f

and has often been referred to as the ‘outer ionosphere. '
The structure and the physical processes of the magnetosphere are
contro]]ed.main1y by the earth's magnetic fie}d and the energy from the
sun. This energy arrives at the earth in different forms and is deposited
at different locations. Some is introduced at the outer boundary by the
solar wind, a hot (105°K) solar gas, mainly protons and electrons travel-
ing outward from the sun at speeds of ~500 km/s. Containing 5-10 charged
particles per cm® at 1 A.U., the solar wind is prevented from reaching
the earth itself by the effects of the earth's magnetic field. A bow-

shock -is formed at ~12 Ro’ with the solar wind dragging magnetic Tines of
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force around the earth in the anti-sotar direction, forming a large tail
containing p1asma_and‘magnetic fﬁe1d3 A sketch of the magnetosphere is
shown 1in. Fig, 1.]; For a thorough discussion of solar wind and magneto-
sphere-interaction.the reader.is referred to Akasofu and Chapman E1972].
| The regipn of interest for this report is the=fnner magnetosphere.
This 1s.thé region within about 7 earth radii of the earth. A good
approximation to. the earth's magnetic field in this.region'is.that of a
centered.dipole inclined with respect to the rotation axis by about 11°.
A sketch of the inner magnetosphere and the dipole field Tines is shown
in Fig. 1.2

The inner magnetosphere is populated by background 'cold' plasma,
mainly electrons and protons in the 0.1 eV to 1 eV ‘energy range. -Often
the inner magnetosphere exhibits an abrupt boundary, called the plasma-
pause, at which the electron concentration drops By roughly two orders
of magnitude [Carpenter, 1963]. - ItS-geocenﬁric.dfstance is highly vari-
able ranging from 2 earth radii after the onset of a major substorm to - j
as much as 7 earth radii after a Tong: (several days) period of quieting. |
The reéion inside the plasmapause is called the plasmasphere [Carpenter
and Park, 1973]. The thermal or.‘cold" ptasma is created through ioniza-
tion by solar ultra-violet radiation in the daytime F region of the iono-
sphere, and flows upward along field lines into the plasmasphere. At
night, ionization stored in the plasmasphere flows downward to help main-
tain the nighttime F region [Park, 19707. The cold ptasma in the plasma-
sphere is commonTy assumed to be a neutral.isotherm&l mixture of elec- -
trons and positive ions (main]y-H*, but'some.He*‘and Of) which s in

diffusive equilibrium along the magnetic field Tines under the effect of
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the earth's gravitational and centrifugal forces [Angerami and Thomas,
1964]. The cold p1asma densities in the plasmasphere range from 10%
particles/cc at 1000 km altitude to ~300-400 particles/cc at the inner
edge of the plasmasphere.

In addition to the cold plasma, the inner magnetosphere is also
populated by energetic (hot) particles which constitute the earth's
radiation belts. These particles, mainly protons and electrons with
energies from 10 keV up to 100 MeV, are magnetically trapped in the

earth's field. They execute a helical gyro motion around the field lines

and bounce back and forth between conjugate hemispheres. Typical ener-

getic particle trajectories are shown in Fig. 1.2.

VThe study of the radiation belts has been increasingly important and
relevant for almost all areas of magnetospheric .physics in the Tast two
decades [Hess, 1968; Roederer, 1970; Akasofu and Chapman, 1972]. |

Although the source and Toss processes of these energetic particles

are not fully understood, one possibility is that the particles of the

solar wind enter the magnetosphere through the tajl, are accelerated

along the magnetic field 1ines and enter the plasmasphere at the sunward
side after arriving there through the mechanism of cross-field drifts. %
In addition to being trapped along the field lines the energetic particles ?
drift in the azimuthal direction due to both ExB and gradient |B]|

drifts.

An important loss process for the radiation belt particles is wave-
particle interactions. The magnetosphere is extremely rich in the kinds
of waves that it supports. As an excellent and unigque example of a

dense, 'infinite' magnetoplasma, it supports wave modes in a broad range
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of frequenciesrfrom 1 Hz up to 100 MHz. Almost all of these modes ex-
hibit fundamenta1 wave properties 1ike dispersion and anisotropy. Seme
of these modes (e.g., the wh1st1er mode) can resonate w1th the energet1c
part1c]es due to their Tow wave phase ve10c1t1es [Brice, 1964], During
these wave-particle resonant interactions the waves are amp]ified or'
damped through various plasma instability mechanisms and the part1c]es
are scattered in energy and p1tch angle, the latter be1ng the angle of
inclination of the particle velocity vector with respect to the magnetic
fTe?d direction. As a result of these perturbations some particies are
precipttated out of the radiation belts and into the atmosphere. These

precipitated particies produce secondary 1on12at1on, emit x-rays and in

qeneraT produce significant perturbat1ons in the lower 1onosphere

Wave particle interactions can be roughly cTassmf1ed as being either
incoherent or coherent. The former involves incoherent wide band elec-
tromagnetic waves such as ELF-VLF p1asmasphertc hiss. In these iater-r
actions the forces exerted by the wave on the partic]é are uncorre1ated
and the partic?es execute a random walk in velocity space. Coherent in-

teractions invelve narrowband waves such as VLF signals from ground trans-

mitters, natural whistlers, triggered emissions and signals induced by

Targe scale power grids. During such coherent interactions the wave in-
dueed forces on the particle are cumulative in nature. The particles
can therefore be phase Tocked with the coherent wave and execute well
defined motions during.which they suffer significant perturbations in
energy and momentum. Much work over the past.decade has.been devoted to
the study of incoherent wave particle interactions. Relatively Tittle

effort has been made to study coherent interactions.
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The purpose of the research presented in this report is to deter-
mine the nature of particle precipitation caused by the cyclotron reso-
nance interaction between a coherent whistler-mode signal and energetic
particles in the 0.5 keV to 200 keV range. An important characteristic

of the whistler mode is that f < f where f 1is the wave frequency

HB

and f,, is the electron gyrofrequency. The wave polarization is

H
elliptical in general and right-hand circular for the case of propagation
along the static magnetic field, with the wave vectors rotating in the
same sense as a gyrating electron for the propagating mode. Further-
more the wave phase VeTocity is of the order of 0.01c-0.1c. Therefore
these 'slow:. waves can achieve both longitudinal and cyclotron resonances
with relatively Tow energy particles [Brice, 1964].

The cyclotron {(or gyro) resonance interaction is an interaction in
which the doppler-shifted wave frequency seen by the electrons is equal
to the electron gyrofrequency. In that case the particles experience an
appfOXimater stationary wave field for an extended period of time; sig-
nificant cumulative interactions can occur resulting in exchange of
energy between the wave and the particles through the wave's electric
field. The pitch aﬁg1e, j.e. the direction of the particle velocity,
also changes due to the transfer of the particle's parallel (along static
magnetic field) momentum to perpendicular momentum (or vice-versa) under
the influence of the wave's magnetic field. When the particle pitch
angle is Towered below a value called the 'loss cone' pitéh angle the
particle reaches the atmosphere and is precipitated. It is this wave

induced pitch angle scattering by coherent VLF whistler mode waves that

is the subject of this report.




In the following we give a brief review.of previous work done in g "

the field of pitch angTe scattering due to wave-particle interactions. 

A

B. REVIEW OF PREVIOUS WORK
There has been considerable work dene on. the pitch angle scattering
of radiation belt particles by electromagnetic waves [Dungey, 1963, 1964,
Kennel and Engelmann, 1966; Kennel and Petschek, 1966; Roberts, 1966,
1968, 1969; Gendrin, 19683 Kennel, 1969; Lyons ét al., 1971, 1972;
Ashour-Abdalla, 1972; Schulz and Lanzerotti, 1973; Lyons, 1973, 1974a,b]._'
Most of this work, however, has addressed the problem of scattering by
widebahd, incoherent whistler mode turbulence. The idea has been that
the trapped particle population interacts through cychtron resohance
with electromagnetic disturbances along its orbit and is subjected tb a
sefies'of scatterings that are random in both direction aﬁd size; Hence
the individual particles of the popu?étion undergo a random walk in _ | N |
.'pitcﬁ ahg1e, and diffusion in equatorial pitch angle space results.
This diffusion can then be studied by calculating thé incoherent diffu-
sion coefficients and so]ying'a Fokker-Planck equation [Roberts, 1966]. i
This approach is well justified for studying the scattering due’ to
interaction with certain kinds of-magnetospﬁeric signals, for example,
aurdra1 VLF hiss dr ELF plasmaspheric hiss, since such waves are indeed

wide band and highly incoherent [Muzzio, 1971; Gurnett and Frank, 1972;

Thorne et al., 1973; Laaspere and Hoffman, 1976].

The physics in our case is fundamentally different béCause.it in-
volves highly coherent, narrowband whistler mode waves. When a particle
population encounters such coherent waves, the series of scatterings ex-
perienced by the particles are not random in direction or size. The in- o -E
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dividual particles of the population can be phase locked with the co-
herent signal for distances of many hundred wavelengths and undergo 1akge
pitch angle changes in a single encounter with the wave. It is there-
fore incorrect to assume that the particles execute a random walk in
pitch angle during the course of one bounce period when interacting with
coherent wéves.

The study of wave-particlie interactions with cdherent waves is very
important. Examples of such highly éoherent magnetospheric signals are
natural whistlers [Helliwell, 1965], triggered VLF emissions [Stiles and
Helliwell, 19751, signals that are injected into the magnetosphere by
VLF ground transmitters [Helliwell and Katéufrakis, 1974] and large scale
power grids [Helliwell et al., 1975; Park, 1976] or signals from satellite
borne VLF transmitters, such as that planned for the AMPS mission.

During the past three years VLF wave injection experiments have been
carried out using the Stanford University variable frequency VLF trans-
mitter at Siple Station in the Antarctic [Helliwell and Katsufrakis,
1974]. The Siple wave injection experiment is an active experiment de-
signed to study coherent VLF wave particle interactions in the magneto-
sphere. One goal of the experiment is to learn how to control the ener-
getic particles by the injected waves.

Once control is established, the energetic particles can be used
as tools to study other important processes. For example, the control
of energetic particle precipitation would permit controlled studies of
X-ray, ionization and radiation emission processes in the ionosphere.

The generation and study of precipitation induced modifications in the

D-region [Helliwell et al., 19737 would also be facilitated. Further-
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‘more, -modutation of precipitation flux-might provide a mearis to produce

‘Pc=1 -ULF -waves [Bell, 1976] ona controlled basis. ‘Reducing thefpartiéTe

population in ‘the -radiation belts with appropridte transmi'ssions is

another .possible ‘future application. -Although ground transmitters illu-

‘mingte .a relatively large regionlOf:the*magnetosphere%[Inahfét al.,

1977a], satellite transmitters may be necessary for applications re-
quiring high wave -amplitudes.

Theoretical 'studies of the coherent ‘cyclotron resonance wave-particle

interaction have concentrated on wave growth and generatTOnidUE'to-the

phase bunching of ‘the energetic particles [Brice, 1964; Bell and Buneman,
1964; Helliwell, 1967, 1970; -Dysthe,'T97T;‘Nunn, 1971,21974;‘93Tmadesso
and Schridt, 1971, 1972 Matsumoto. 1972 Brinca, 1972; Bud'ko et al.,
19725 ‘He11:iwel1 and Crystal, 1973; Karpman et -al., 1974a,b]. |

Pitch angle scattering induced by coherent waves ‘have ‘been con-
sidered by only a few authors [Das, 1971; Ashour-Abdalia, 1972]. How-
ever a linear theory was ‘employed in each 'of these studfes. 'AﬂthUgh it
is :generally -accepted that Tinear theoTy-app1¢e5'f0r small wave amplitudes,
none of the authors who ‘have used‘this'thEOEyfhEs'giWEn-quahtitétive
justificationjfor the assumptions. The main advantage iof the theory is

that it considerably simplifies the analysis.

C. OUTLINE OF THE REPORT

This report deséribes-a=computer simulation approach to the study
of the cyclotron resonance wave particle ‘ihteraction between coherent
VLF whistler mode signals and energetic electrons in thefmaﬁhetosphefe.
In particular, We consider the wave-induced pitch angle scattering of
the particles. One important result of this scattering is precipitation

- 10 -




of particles into the atmospheré.

We have employed a Lagrangian formulation involving a test particie
simulation of the nonlinear equations of motion. In this approach, the
effect of a wave signal on a particle population is calculated by simu-
lating the interaction for a sufficient number of test particles. Al-
though the purpose of this simulation is to compute the wave's effect on
the particles, our results are also directly applicable to the probiem
of wave growth and generation through phase bunching [Helliwell, 1967;
19701, since we compute the full phase motion of all test particles in
order to obtain the total scattering.

Since we use a test particle approach, our calculations do not in-
clude the effects of the electromagnetic fields generated by the per-
turbed energetic particles. In effect we assume that the currents stimu-
lated in the energetic particle population do not Tead to significant
damping or amplification of the wave near the magnetic equatorial plane.
Experimental results indicate that this assumption holds true a good deai
of the time in the magnetosphere. A discussion of this point is included
in Chapter 6.

In this report we have considered only the case of a monochromatic
whistler mode signal. However the computer program is quite general and
is capable of dealing with the case of single pulses or a train of pulses.
The case of a single frequency is not as limited as it might seem, since
there is some reason to believe that the interaction with a wave with
linearly increasing or decreasing frequency is quantitatively not much
different [Helliwell, 1970]. We also 1imit ourselves to wave propagation

strictly along the static magnetic field lines with k parallel to Eh.
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We assume that the wave is not affected by. the energetfc particles and
has a uniform amplitude over the fie}d line near the equatorial p]ane.‘
The energetic particles also do not interact Qith‘each other. This
assumption allows the computation of the particle trajectories sequen-
tially instead of in para]IeT..

The computer simulation is versatile and can be used for a variety
of magnetospheric conditions. In this report we give results for a
5 kHz wave signal propagating along the dipqle field line which has an
equatorial geocentric distance of about 4 earth radii. _

The organization of the report is as follows. Chapter 2 provides

the basic physics and derives the equations of motion. The trapped

particles and the coherent VLF waves that exist in the magnetosphere

and the principles of the gyroresonant interaction through which these
two affect each other are described there.

In Chapter 3 we describe the computer simulation of the interaction.

~ The computer program is given in an Appendix.

Chapter 4 treats the nonlinear trajectories of single resonant
particles and sheets of resonant particles distributed in cyc1otron.
phase. - The purposes of this chapter are (i) to understand the physics
of the interaction and the dependence of total scattering on different
wave, medium and particle parameters, and (ii) to define the limita-
tions of Tinear theory.

In Chapter 5 we give an application of the simulation to a sample
computation of the precipitated f]ux_using.a full distribution of
particles. We present the results in units that are comparable with

measurements.
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In the last chapter, conclusions, discussion and suggestions for

future work are given.

D. CONTRIBUTIONS OF THE PRESENT WORK

1) We have for the first time computed the precipitated fluxes due
to interaction of a full distribution of energetic particles and coherent
VLF waves. OQur results show that significant energy fluxes (10'1ergs/cm2-

sec) can be deposited by moderate intensity (~10 my) coherent waves.

These fluxes produce significant perturbations in the lower ionosphere.
Both the incoming fluxes and the perturbations produced by them are well
within the resolution of current instruments.

2) Our results show that nonlinear effects are significant for

wave amplitudes as low as 3 my. We have also formulated a convenient

guantitative criterion for determining the applicability of linear theory

under given conditions.

3) The complete nonlinear equations of motion for particles that

cyclotron resonate with a whistler-mode wave in an inhomogeneous magneto-

sphere are simulated on a computer. It is shown that the inhomogeneity
of the medium can be incorporated with Tittie additional computer time,
by employing spatial instead of temporal steps in the simulation.

4) The straightforward computer simulation of the wave particle
interaction has led to a clear presentation of several different aspects
of the physics of thé interaction such as wave trapping and relative
effects of the wave and inhomogeneity forces. We have shown the depend-
ence of the particle perturbations on a number of wave, medium and par-

ticle parameters.

- 13 -




5) Our work has provided a-basis for future studies which may be
undertaken with re]afive]y minor modifications of the present computer
simulation. Some of these are described in a,section-of'Chaptér 6 on -

"suggestions for future work."
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I1. BASIC PHYSICS AND EQUATIONS OF MOTION

A. THE MODEL MAGNETOSPHERE
The earth's magnetic field in the inner magnetosphere can be closely
approkimated by a centered dipole inclined with respect to the rotation

axis by about 11°. The magnetic field strength in that case is given by

3

gl

' 1/2
) (?+35in2A) 9%- (2.1}

i
BO = 0.312x10 (
' m

0
R
where A is the geomagnetic latitude, R- is the geocentric distance

and R0 is the mean radius of the eapth, 6370 km. Figure 2.1 illustrates
the dipoie geometry and the symbols used.

A dipole field tine is described by the relation

=
cos X Cos AO

where the subscript "o" refers to the earth's surface and ¢ 1is the
geomagnetic longitude. The field lines in-any meridional plane can be
uniquely identified by a parameter L defined as

1

= — | (2.3)
cOos AO

r
H
O
“k

where Req is the geocentric distance of the field Tine at the equator.
For example the L = 4 field line crosses the geomagnetic equator at a

geocentric distance of 4 earth radii and enters the earth at geomagnetic
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FEGURE 2.1  COORDINATE SYSTEM AND SYMBOLS FOR THE DIPOLE GEOMETRY AND
THE DIFFUSIVE EQUILIBRIUM MODEL.

latitudes +60°.

- - The cold plasma in the inner magnetosphere can be approximated by a
diffusive equilibrium model in which the neutral isothermal mixture of
electrons and positive ionsh(H+,eHe+ and 0+) is in diffusive equilibrium
along the magnetic field lines, under the influence of the earth's gravi-
tational and centrifugal forces [Angerami and Thomas, 1964]. The elec-

tron density in this case is given by [Park, 1972]
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/2

.“ =y [2: €; €XP _(gg)]

i i
) R2 :
= 1 8 p2. 2 p2 .2
z,, R1 R 291 (R°cos“a Rlcos Al) (2.4}
kT
H = _bp
1mg

where c; is the fractional abundance of the ionic species, n s
electron density, R 1is the geocentric distance, @ is the angular
speed of rotation of the earth, g is the acceleration of gravity, o
is the dipole latitude, kb- is the Boltzmann's constant, wm is the
mass and Tp is the plasma temperature. The subscript i refers to
the ith ionic species and the subscript 1 refers to the reference
lTevel of the diffusive equilibrium model at 1000 km altitude. Thé co-
ordinates and symbols used are shown in Fig. 2.1. The geopotential
height Z. takes into account the variations of gravitational force
with distance and the centrifugal force due to corotation of the plasma
with the earth. The diffusive equilibrium model is inaccurate at high
latitudes and particularly outside the plasmasphere.

The 'cold' magnetospheric plasma consists of particles with less
than a few electron volts energy. The e]eétrons have gyroradii (radius
of gyration around the magnetic field) of a few meters. Mixed with the
cold plasma are enérgetic (hot) particles, electrons and positive ions
that populate the radiation belts. These particles have energies ex-
tending up to hundreds of MeV with electron gyroradii of hundreds of
meters. They execute rapid motions along the field lines and stay trapped
in the radiation belts due to the inhomogeneity of the earth's magnetic

field. The motion of these high energy particles is almost completely
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controlled by the magnetic field. The effect of gravitational and centri-
fugal forces can be ignored. In the next section we study the motion of

the energetic particles trapped in the earth's radiation belts.

B. DYNAMICS OF RADIATION BELT PARTICLES

Charge motion in a static magnetic field:

A charged particle moying in the presence of a magnetic field fo]]ows
a he]icq] bath as a result of its motion parai?e] to the field sdperim-
posed oh its gyration in the plane perpendicular to the magnetic field,
as shown in Fig. 2.2. The components of the particle velocity para]fé]
and perpendicular to the field direction are denoted by v and v,
respective}y. The gyrofrequenéy w

H
gyration around the center line) and the.gyroperiod TH are given by

and the gyroradius Py (radius_of

O
“q m H Wy .
| | (2.5)
r, - :gl - m;;ina
0 0
- Y :
where o = tan =— is the particle's pitch angle. Electrons and pro-

v
I
tons gyrate in opposite directions as shown in Fig. 2.2.

A static magnetic field cannot do work on the particle since. the
force on the particie (VXEA) is perpendicular to the direction of motion.
The magnetic field can, however, change the direction of particle velo-
city and therefore the direction of momentum. The total kinetic energy
of the particie, given by 1/2 mvz, is conserved. along its trajectory.

Therefore, in a spatially changing magnetic field, such as the earth's
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FIGURE 2.2  PARTICLE MOTION IN A HOMOGENEOUS STATIC MAGNETIC FIELD.

field, the particle orbit {characterized by Wy and rH) must change in

such a way as to conserve total kinetic energy. The fact that the static

magnetic field does no work on the particle means that the magnetic flux

Tinking the orbit of a particle gyrating about a field line (while at

the same time moving along the line) is constant. Otherwise in the frame

: 3B
of reference which follows the parallel motion, —3%-# 0 and the elec-
aB
tric field produced (through v x E = - —5%0 would accelerate the particles,
causing a change in energy. Hence,
P S
Flux = Bor‘H ~constant (2.6)
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Substituting the expression for ry We obtain

Flux = B (m!%lﬂg)z = constant ' i
45,

since v = constant {conservation of energy) we have

Sinzu

B

= constant (2.7)
0 ,

Hence as the magnetic field changes along the particle trajectory, the
pitch angle must change in accordance with (2.7). Note that we have

presented an approximate and heuristic derivation of:(2.7). For a pre-
cise and rigorous derivation the reader is referred to Northrop [1963]

or Buneman [1973]. In order for (2.7) to apply the condition

THV dBO
(j§£9 I << 1 (2.8)
0 -

where z is the distance along the field Tine, must hold. In other
words the particle must go through many gyrations in a distance over
which the.magnetic field changes appreciably. This approxima%ion is
ca]}ed the 'adiabatic approximation' and the quantity u = ;i— is
called the first adiabatic invariant. The condition (2.8} is well
satisfied for all inner magnetospheric conditions. According to (2.7),
as 'Bo increases along the trajectory the particle pitch angle also in-
creases. At the point where o = 90°, the particle must turn around or
'mirror,' since Y has been reduced to zero. ‘
In the earth's dipole field as defined by (2}1), it is convenient oL

to relate the mirror point to the equatorial parameters. The value of
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the static magnetic field at the mirror point (o« = 90°) is given by

B
B = —=S4 (2.9)

™ sin’g
eq
where Beq, %eq are the magnetic field and the pitch angle at the
equator, respectively.

Figure 2.3 shows a portion of the trajeqtory of a typical particle
in a dipole field. Since the dipole field is. symmetrical about the mag-
netic equator the particles mirror at 'conjugate’ poinfs as the bounce
back and forth between hemispheres.

Bounce period:

The time it takes the particle to travel from one mirror point to

another is TB/Z, where 1t is calied the 'bounce period.’ Note that

B
for a given dipole field line (specified by its L value as defined in
{2.3)), the location of the mirror point is independent of particle

energy and is uniquely determined by % through (2.9). The bounce

period 7, however depends on both v (i.e. energy) and Ooq and is
given by .
z! y
=2 Z 2.10
v Ul (2.10)
z
m

where z 1s the distance along the field line. We have, at any point,

4 (2) = v cosa(z) = vl1-sin’a(z) 1% v[1-B{ZL sin% 7V/2
‘ eq

{2.11)
where v is the total particle velocity. In.the last part of the above

we have used (2.7). Now using (2.9) we obtain

~-27 -




MIRROR POINT

IONOSPHERE

FIGURE 2.3
- EARTH'S. FIELD.

]1/2

substituting in (2.10), we obtain

f Zn dz

P_ B(z)
Zm

This integral can be expressed as [Liemohn, 1

_J72

o}

s

m

1970]:
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(2.12)

(2.13)

61; Hess, 1968; Roederer,




o
m eq 1/2

- 4RoL cosk[1+351n21] dr . 4RoL
T 2 .2 41/231/2 v flogy) (2.14)
sin aeq[1+351n Al 4
1-
cos®x

where A is the latitude. Equation (2.14) can be obtained from {2.13)

using the dipole geometry and {2.7) and (2.9). The integrand f(ueq)

has an integrable square root singularity at A = A (aeq) and has been
evaluated numerically [Liemohn, 1961]. Its value varies from 0.75 for
a = 90° to 1.4 for « = 0°. ‘A good approximation for 40°sa <90°
eq eq eq

is

il

fla_ )

1.30-0.56 sina : (2.15)
eq eq

The bounce periods for the radiation belt particles range from one
tenth of a second to a few seconds. The gyroperiods of these particles
are of the order of 107 to 1073 seconds. Hence the cyclotron {gyro)
and bounce motions of these particles have widely different periods and
are almost comp]ete1y separable. This is the basis of the ‘'adiabatic
approximation' the result of which is the expression (2.7).

Particle precipitation.and the loss cone:

As mentioned above, the particle's mirror point is uniquely deter-

mined by aeq; If the mirror point is lowered to atmospheric altitudes
(below ~200 km) the particle may collide with the atmospheric neutral
constituents and be absorbed. In that case the particle does not bounce

back along the field line and is described as being 'precipitated' out

of the radiation belts.

At the equator, one can define a minimum value aiz such that for

< ai; the particle mirror point would be below some height h

¢
cq
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where it will very 1ikely be absorbed by the atmosphere. The pitch angle .

ai; is called the equatorial 'loss corie' pitch angle and hm is called

the Towest mirror height. Defining a normalized Towest mirror geccentric

radius as | Ro+hm
Em - R (2-]6)
0 _ _

and using the dipole relations (2.1) through (2.3) and (2.9) we obtain

3
3 1/2
Sin(alc) = [_2__m_“___:’ (2.]7)
€4 L 4L2-3gmL

It is clear that uig depends strongly on the particular field line of

concern as indicated by the L-value dependence in (2.17). The equatorial
loss cone angle as a function of L value for hm = 100 km and hm =

is given below.

L 2 3 A 5
L - 16.77°  8.62°  5.47°  3.87° K = 100 km
o “(deg) "

&d 16.33°  8.41°  5.,34°  3,78° h =0

As seen above the loss cone angle does not strongly depend on hm.
In the absence of forces which may alter the equatorial pitch angle
the partié?e will remain trapped in the magnetic field until its azi-
muthal cross field motion causes it to drift across tﬁe field lines to-
ward the sunlit side of the magnetosphere where some particles can be-
come detrapped because of the solar ﬁind induced distortion of the field -
lines. The cross fie]d drift motion is briefly explained below. This

motion is much slower than the bounce motion of the particles. Typical
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1ifetimes for trapped particles range from an hour to a few days, while

some particles may be stably trapped [Roederer, 1970]. Even without any

cross-field drifts, a particle's %eq may be altered by wave-particle

*
interactions, sometimes causing the particle to precipitate. Precipita-

tion induced by wave particle interactions is one of the major loss pro-
cesses for the radiation belt particles. This report describes precipi-
tation due to one such wave particle interaction, namely the cyclotron
resonant interaction involving coherent whistler mode waves.

Drift across field lines.

In addition to the gyro and bounce motions the energetic particles
execute azimuthal and radial drift motions across the field Tines. This

is depicted in Fig. 2.4 which shows a geomagnetic equatorial cross sec-

tion of the earth and the inner magnetosphere.

The important kinds of azimuthal drifts are the gradient-curvature
and thé ExB drifts. The gradient-curvature drift is caused by the in-
homogeneity of the magnetic field and the curvature of the field 1ines.
In the earth's dipole field this drift is eastward for electrons and
westward for protons. The drift periods at L = 4 range from -5 days for

10 keV electrons to ~15 minutes for 1 MeV electrons. The proton drift

periods are smaller than those for the electron but not by more than a
factor of 2. The ExB drift is caused by radial electric fields. This

drift is in the same direction for both electrons and protons.

In a wave particle interaction oy, 1is modified either because of trans-
fer of energy to (or from) the wavg'through the wave's electric field,
which may change v; or v, or because the wave's magnetic field
changes the direction of momentum of the particle without much energy
transfer.
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FIGURE 2.4 CROSS FIELD DRIFTS.

Radial dfifts are mainly ExB drifts caused by azimuthal electric
fields {Carpenter.and Seéiy, 1976]. The drift could be inward or out-
ward dependfng on the direction_of the electric field. Usually radial
drifts are sToWer than azihutha] drifts.

For a more detailed discussién of cross field drifts, the reader.fs

referred to Hess [1968] and Roederer [1970].
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C. COHERENT VLF WHISTLER MODE WAVES IN THE MAGNETOSPHERE

The Whistler Mode of Propagation:

This report deals with the ;yc]otron resonance interaction between
energetic radiation belt particles and very low frequency waves which
propagate through the magnetospheric plasma in what is commonly known as
the "whistler mode."” This mode has been discussed in detail by a number
of workers [Storey, 1953; Helliwell, 1965]. The plane-wave dispersion

relation which describes the mode has been known for many years, having

originally been published by Appleton [1927], who in his paper generalized
some earlier work on the same topic by Lorentz [1909].

This mode can be identified in the following way. In a cold, col-

]isionléss,homogeneous, infinite plasma immersed in a homogeneous static
magnetic field, Eé, two characteristic é]ectromagnetic waves_exiét at
frequencies below the electron gyrofreguency. In general these charac-
teristic waves are elliptically polarized, the sense of rotation of the
wave magnetic vector of one wave being the same as, and the other wave
being opposite to, the sense of rotation of the electrons about the
static magnetic field Tines. The dispersion relation and the polariza-

tion for these waves are given by [Ratcliffe, 1959; Budden, 1961; Stix,

1962 7.
2
2
n =1 - (2.18)
_ . f sin e f sin e fé 9 1/2
1+ — + —, cos"0
Z(f f ) f
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P - A |
§ =1 ( f coso

where n'=-£9- is the refractive index, k being the wave number, &

is. the wave polarization, o is the angle: between: the wave normal: and

the magnetic field: B, f 1is_the wave frequency,. fﬁa is the elec-
. Ine

tron gyrofrequency, f% =*%;—.m: is: the electron plasma frequency:
0

with n, being. the cold plasma density and €. being the permittivity
of free space and i = /71 .

In the above equations the choice of the: upper sign preceding the
radical describes the dispersion of the characteristic wave whose rota-
tional sense is the same as that of the;emectnonsrabqutithe‘ﬁie1dflines;
while the cheice of the Tower sign describes. the dispersion of the
characteristic wave whose rotational sense is. the opposite to: that of
the electrons.

It is possible to demonstrate that when the square of the plasma
frequency is. larger than the product of the: wave firequency. and the sum

of the wave and: gyrofrequencies., i.e.

£ > F4f) (2.20)

then the characteristic wave whose: rotation ¥s. in: the: opposite. sense to
that of the gyrating electrons is nonprepagating.. In the earth's mag-
netosphere for f < FH the: condition. (2.20% holds in general and the
only propagating wave is one whose: sense  of rotation: is the same as: that

of the electrons. Under these conditions that characteristic wave is
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called the 'whistler mode', the dispersive aspects of which are described
by (2.18) with the choice of the upper sign before the radical. |
It can be shown that due to condition (2.20), the whistler-mode
waves have phase and group velocities that are always less than the velo-
city of Tight in vacuum. This 1is a very important property since it
means that such waves can achieve cyclotron or longitudinal resonances
with the energetic particles. From (2.18) it can be seen that the phase
velocity [vp = E—, where Kk = E%] varies with the direction in the
plasma indicated by e; thus the presence of a static magnetic field
causes the medium to be anisotropic. Also the phase velocity (and the

; - o
group velocity, v, = clk)

depends on the wave frequency o as well as
the wave normal k. This means that waves of different frequencies
travel with different velocities, i.e. the medium is dispersive.

Equation (2.18) is derived for a homogéneous medium. The magneto-
sphere 1s an inhomogeneous medium since both fﬁ and fh vary in space.
However the refractive index generaily changes only a small amount in the
space of one wavelength. A characteristic wave Taunched into such a
medium exhibits characteristics at a given point that are approximately
the same as those of a wave traveling in a homogeneous medium having the
same refractive index. A medium having this property is called ‘sTowly
varying'. The corresponding propagation analysis is called 'ray' theory,
and the wave functions are called the W.K.B. solutions [Budden, 1961 ].
Such a slowly varying medium is analogous to a tapered transmission line

or waveguide. In order to follow the 'phase path' and 'group path' of a

signal propagating in the magnetosphere one needs to use ray tracing.
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Equation (2.18) was originally derived for the extremely idealized
case of a cold, infinite, collisionless, homogeneous plasma. It is a )
tribute to the magneto-ionic theory that this equation, together with
the W.K.B. solution, has been found to describe quite well the propaga-
tion and dispersion of whistlers in the magnetosphere.

Whistlers and Qther Coherent VLF Waves

Whistlers are a class of naturally occurring narrow band; audio-

- frequency electromagnetic radiations. They occur in the frequency kangé
300 Hz to 30 kHz and are readily detectable at middle and high latitudes
by means of an audio amplifier attached to an antenna. These signals.
are characterized by distinctive variations of frequency with time which
will generate at the amplifier a whistling sound, hence the name
'whistler!'.

Whistlers result from the dispersion of impulse radiation from
lightning strokes in one hemisphere which penetrate the Tower fonosphere
and travel through the magnetosphere along the earth's magnetic field
Tines. For frequencies higher than the proton gyrofrequency the dis-
persion of the original impulsive signal is governed to first order by
(2.18) and the impulse is sTowly transformed along the path into a
smoothly descending (and/or riéing) tone, i.e. a whfstler, which is re-
céived in the conjugate hemisphere.

A portion of the energy of the 1ightning stroke which causes the
whistler may travel in the earth-ionosphere wave guide to the receiver
in the conjugate hemisphere. This energy is registered as an impulsive

signal and is called the causative atmospheric or 'spheric'.
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The frequency-time spectrum of a typical whistler event is shown fn
the top panel of Fig. 2.5. The time’drigin of the causative spheric ié
also shown. The spherics are seen as verfica] 1ines while the several
traces of the whistler are seen as quasi-parabolic curves. A1l traces
originate from the same spheric. Three of the traces are sketched in the
middle panel. The different traces have propagated on different paths as
shoﬁn in the bottom panel. Each trace in itself is a narrow-band signal
of smodth]y changing frequency. Natural whistlers are widely used as a
diagnostic tool of the magnetosphere. The frequency of minimum time de-
lay, fh’ rgives the L value of the path, while,the minimum time delay
itself, tn is a measure of the.equatorial cold plasma density [Helliwell,
19651].

The observed dispersion of natural whistlers was found to agree
closely with that predicted by using (2.18) along with the W.K.B. approx-
imation [Helliwell, 1965]. This provides strong evidence that the dis-
persion characteristics of whistler mode waves in the magnetosphere is
largely. determined by the cold plasma. The energetic plasma can at timesl
cause the waves to be amplified or damped through varfous instabitlity
mechanisms, but their overall effect on the propagation charactefistics
is negligible.

Whistlers propagate along field-aligned density enhancements in the
magnetosphere. These density enhancements are called 'ducts'. The pro-
pagation in the ducts is called the 'ducted’ mode. The theory of ducted
propagation is well developed [Helliwell, 1965]. The presence of the
density enhancement provides a variable refractive index.in the trans-

verse direction which confines the wave normal to small angies with re-
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FIGURE 2.5 A TYPICAL WHISTLER EVENT. This event was observed at Eights

(EI), Antarctica, on 6 June 1963 at 0150 Local Time (LT). ' y
This time corresponds to 0650:06 Universal Time (UT). The top panel
shows the frequency time spectrogram. The middle panel is a sketch of
the 'spheric' and three of the many individual traces of the whistler.
The lower panel shows the magnetospheric paths traveled by the three traces
[Park, 1972].
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spect to the static magnetic field. As a result the wave energy is
tfépped in the duct much Tike 1ight waves trapped in an optical fiber.
Since their wave normal stays close to the magnetic field, ducted waves
can penetrate the lower jonospheric boundary and be observed on the
ground. For this reason these waves can be studied using receivers or
transmitters on the ground. Many passive and active experiments of this
kind have been carried out with successive results in the Tast two de-

cades [Helliwell, 1965: Helliwell and Katsufrakis, 1974; Park and

Carpenter, 1977; Park et al., 1977].

Ducts occupy only a small fraction of the inner magnetosphere. Most
magnetospheric signals propagate in the 'non-ducted' mode. Nonducted
waves do not generally propagate along the static magnetic field, and
are not generally received on the ground. They have been seen on various
satellites and their study has helped formulate propagation thecries in
plasmas. Nonducted waves with frequencies beTow 3 kHz are greatly

affected by the presence of various jons in the jonosphere and the mag-

netosphere. Their dispersion is not simply described by {2.18}. The
refractive index diagrams are much more complicated, with two possible

modes of propagation when the wave frequency Ties below the proton gyro-

frequency. The study of nonducted VLF and ELF waves or numerous satel-

lites has verified the many cutoffs, resonahces and cross overs pre-

dicted by the multiple-ion plasma wave propagation theory [Smith and |
Brice, 1964]. | é

Both ducted and nonducted propagation have been extensively studied

using ray tracing. A VLF ray tracing program incorporating multiple-ion

plasma wave propagation theory has been developed over the years at
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Stanford University [Walter, 1969; Burtis, 1974] and has been success-
fully used to explain many observed magnetospheric phenomena [Kimura,
1966; Smith and Angerami, 1968; Scarabucci, 1969; Walter, 1969; Angerami,
1970; Edgar, 1972; Inan et al., 1977b]. One recent application of ray
tracing showed that the large density gradients of the plasmapause (see
Fig. 1.2) can guide VLF waves in a manner very similar to normal ducting
[Inan and Bell, 1977]. |

The success in the Tast two decades of the passive studies of the -
natural whistler events has led to active probing of the magnetosphere
involving VLF wave-injection experiments using ground transmitters such
as that at Siple Station, Antarctica [Helliwell and Katsufrakis, 1974]. "
This experiment involves a 100 kW VLF transmitter at Siple and a VLF re-
ceiver at the conjugate point in Roberval, Canada. In Figs. 2.6, 2.7,
and 2.8 we show coherent VLF waves injected into the magnetosphere by
the Siple VLF transmitter. Detailed explanations are given in the figure
captions. Note that these signals are all coherent narrow-band signals
with bandwidths less than ~50 Hz.

Another source of coherent VLF waves in the magnetosphere is the
harmonic radiation from Targe scale power grids [Helliwell et al., 1975;
Park, 1976]. These signals propagate in the magnetosphere and are re-
ceived at the conjugate point. Figure 2.9 shows an example oflthese
signals.

In addition to the examples of coherenf VLF waves just discussed,
the magnetosphere contains various kinds of 'incoherent' noise, usually
called hiss because of the hissing sound they generate when apptied to

an audio amplifier. Figure 2.10 shows an observation on the 0G0-4 satel-
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FIGURE 2.7  TRANSMITTER SIGMALS RECEIVED AT THE CONJUGATE POINT AT

ROBERVAL, CANADA. The transmitter format is shown below.
Note that the first 2-second long pulse has triggered strong emissions.
The theory of triggered VLF emissions is not fully understood, although
it is thought that the changing frequency is caused by the inhomogeneity
of the magnetic field [Helliwell, 1967, 1970]. Note that although the
emissions change frequency with time, they are still quite narrowband
and coherent signals. The second pulse (4-second long) has not trig-
gered emissions and it does not show any large amplification. For the
parameters used in our computations, a 4-second pulse is approximately
equivalent to a CW. '
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FIGURE 2.8  RECEPTION OF TRANSMITTER SIGNALS [Helliwell and Katsufrakis,
1977]1. The bottom panel shows the transmitted format which
in this case is a staircase pattern. The receptions at Roberval at two
different times are given. Note that the transmitter signals trigger
falling and inverted hook emissions [Helliwell, 1965], that are en-
trained by the next pulse. Also note the amplification of the pulses
before triggering. The pulses in the last portion of the middle panel
do not show any triggering.
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MEASUREMENT UNCERTAINTY = *5H;z

FIGURE 2.9  EXAMPLE OF POWER LINE RADIATION INTO THE MAGNETOSPHERE

[Helliwell et al., 1975]. Simultaneous spectra from the
conjugate stations Siple and Roberval are given. The broad horizontal
Tines on the spectra are spaced roughly 120 Hz apart and are closely
associated with the relatively thin induction lines shown on the spec-
trum from Roberval. Some of these induction Tines are identified on the
right hand side by their harmonic order. Note that these are due to the
Canadian power grid and therefore they are harmonics of 60 Hz. Note that
the induction lines are not present at Siple although the magnetospheric
Tines radiated by the power grid are. The small separation between the
magnetospheric lines and the induction Tines is thought to result from
the triggering of rising emissions by the actual power line harmonic
component. These emissions form a somewhat irregular band just above
the induction power lines.
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FREQUENCY (kHz)
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-30° DiP. LAT.

FIGURE 2.10  SPECTROGRAM OF A TYPICAL EXAMPLE OF OBSERVATION OF ELF HISS
ON THE 0GO-4 SATELLITE [Muzzio, 1971]. The reception as the

satellite moves from -5° to beyond -30° dipole latitude is shown. Note

that the hiss is an incoherent, broadband signal with a well defined lower

cutoff frequency. Note from the upper panel that the upper cutoff varies

from ~400 Hz to ~800 Hz in one minute corresponding to a latitude range

of ~3.5°.
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1ite of ELF hiss as an example of such a signal. The details are des-
cribed in the figure caption.

Longitudinal Whistler Mode Waves

In our simulation of the cyclotron resonance wave particle inter-
action we will consider the case of the wave propagation directly along
the ambient magnetic field lines, i.e. k||B, - Exact longitudinal pro-

" pagation is unlikely to occur, of course, but in light of the duct theory
of whistler propagation [Smith, 1961], it is a reasonable approximation.
"This assumption considerably simpiifies the equations.of motion.

For E@;, i.e. 8 =0, Egs. (2.18) and (2.19) reduce to

(2.21)

and

§ = +i (2.22)

In the inner magnetosphere f§>>f§ , and for f-<fﬁ the choice of the
Tower sign in (2.21) results in n? < 0, i.e. a nonpropagating wave. In
Tight of this and using fi>>f§ we can rewrite the refractive index

and wave polarization for longitudinal whistler mode waves in the earth's

magnetosphere
= _KC = 1)V
n =55 fp [f(fﬂ“f)] (2.23)
and
§ = +i (2.24)

where ¢ 1is the speed of Tight and k is the wave number in the medium.

Other useful expressions that can be derived from (2.23) are given below
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2nf 1/2
b i

k = - C (t?) (2.25)
H
VTR ¢ T (2.26)
p
dw P fl/z(fH'f)S/z (2.27)
V = — = C - -
g dk ‘.FP'FH

where vg is the group velocity which is equal to signal propagation
velocity for Tongitudinal propagation.

Equation (2.24) indicates that these waves are right hand circularly
polarized, i.e. the wave vectors rotate in the same sense as electrons
about the field Tines. Both the wave electric and magnetic fields are
transverse to §5. The wave vectors traverﬁe a helix in space as shown

in Fig. 2.11. Since E_ Kk, k-E

= 0 and we have p_ = 0, which
W s

means that the wave will propagate without space-charge. The p]asma

manifests itself via currents which flow in planes normal to k and E&;

The expressions for E; and BW given in Fig. 2.7 are for propa-

gation in a homogeneous medium. Although: the magnetospheric medium is

H
wavelength are negligible. Therefore, the W.K.B. approximation [Budden,

inhomogeneous the variations in w_ and @, within the space of one

1961] can be used and the wave fields can still be expressed as pro-

gressive waves as follows:

z Z
B, B [5 cos(wtfkdz)+5 sin(mt—fkdz)]
W Wi X / y /

(2.28)

|
"

z z
o %BW[EXSTI’I(mt-‘O/.de)-gyCOS(wt-[kdz)]
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FIGURE 2.11  LONGITUDINAL WHISTLER-MODE WAVE FIELDS. Helical®locus of
the wave magnetic field is shown. The corresponding wave
electric field locus is a similar helix but_90° out of phase such that at
each point E xB  is in the direction of k. The wave fields can be ex-
pressed as: w : |

E; =B [E%co;(mt-kz)+ E§ sin(wt-kz)]

and

E,

e - E. {Egsin(mt—kz)- E; cos(wt-kz)] |
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In the next section we develop the equations of motion for energetic

particles in a Tongitudinal whistier mode wave as described above.

D. EQUATIONS OF MOTION

In this section we shall derive and discuss the equations that
govern the motion of an energetic particle in a longitudinal whistler
mode wave.

The basic assumption that has been experimentally verified as men-
tioned in previous sections is that the energetic particle motions often
do not significantly affect the propagation of the wave or each other.
This assumption is justified by the fact that the total density of the
energetic particles is much Tess than the cold plasma density. The
wave's dispersion and propagation characteristics are governed entirely
by the 'cold' plasma which can be -safely assumed to be collisionless.
The refractive index, n , 1is then given by (2.23) and the cold plasma
acts only as a slow wave structure for the whistler mode, similar to
slTow wave structures in microwave tubes. The energetic particles can
then be considered as a separate 'beam' of electrons, again similar to
electron beams in microwave tubes. The problem is more complex because
of the transverse gyration as well as Tongitudinal motions of both the
wave vectors and the electron beam. On the other hand there is no sig-
nificant space-charge bunching involved in the longitudinal cyclotron
resonance mechanism. |

In order for the wave to induce cumulative energy and/or momentum
changes in the particle the wave vectors as ‘'seen' by the particle must
be approximately sfationahy for a significant Tength of time. This means
that the doppier_shifted frequency as 'seen' by the particie must be
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approximately equal to its gyrofrequency, i.e.

- K-V = (2.29)

This is the cyclotron (or gyro) resonance condition. For the whistler
mode, where w < wg; (2.29) can be satisifed only if k-v <0 or
when the resonant electrons and the wave travel in opposite directions.

We can then rewrite (2.29) as

w + kV“ = UJH (2- 30)

where v 1is the particle velocity along -§6 as shown in Fig. 2.12.

In the absence of the wave the energetic particles are trapped along
a given field 1ine and their unperturbed motion, neglecting the smatl _ -
azimuthal drift, can be described by the following relations which can

be derived from the adiabatic invariant relation (2.7):

2
(i‘i_)hvl_ %y
dt 2B dz
-1

0
(2.31)
CANTAC
t A 280 dz
The coordinate system and the variables are defined in Fig. 2.12,
The force F applied to a particle by the wave is given by
F = q(E_+vxB_) (2.32) ;
whereé v =y +v, is the total particle velocity. Separating F into .

its components parallel and perpendicular to EB we have
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FIGURE 2.12  COORDINATE SYSTEM FOR THE EQUATIONS OF MOTION. Note that

the z-axis is everywhere aligned with the magnetic field
1ine. Shown in dashed lines is the orbit of the electron in the x-y
plane. :
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F=F+F = —e[EW¥@ xBW+%‘x§Q] (2.33)

Since both E% and BW are perpendicular to k and §6 (2.33) can be

expressed as

(2.34a)

Fo=-eE e yxB | (2.34b)

The force F, provides an acceleration along y » whereas F s in

general in the same plane but at some angle with Vv With the coordinate

§ -
system as given in Fig. 2.12 and using (2.34a,b) we can write the wave

induced accelerations along y and v as:

dy - : '
(@) = - SR - @ gusme s |

wave

dV_L
81T |ox 1T (o [F lei ; e i
(ar) = - nlElsine - gl [x[B Ising = -G )sing- (38 )y sing  (2.35b)
wave

where ¢ 1is the angle between QL and —E; as shown in Fig. 2.12.

‘Note that the differential equations (2.35), when integrated properly

completely describe the wave's effect on the particle velocity components
dy dv

v and v, . Note also that both H%L‘ and Hf£' are proportional to

sing, meaning that whether or not there is any integrated cumulative

change in v, and v, depends on the variation of 4. The rate of

change of ¢ 1is given by
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The first term on the right hand side of the above represents the dif-
ference between the doppler shifted wave frequency seen by'the particle
and its own gyrofrequency, which by definition is the rate of change of
¢ to first order. The last two terms give the phase change due to
centripetal acceleration of the particle resulting from q;xﬁg and E@
forces. This centripetal acce?eration modifies the particle motion about
its guiding center so that the angular frequency of oscillation about
the static magnetic field deviates slightly from the gyrofrequency, Wy, -
Equations (2.35a,b) give only the wave induced variations in y
and v, - However these quantities also vary due to the inhomogeneity of
the ambient field as given by (2.7) and((2.31). Superimposing these on

(2.35a,b), using }EW|=|%BW| and combining terms we obtain the equations

of motion, e _
eB v dw
v = 1—v ing - —— A
eB ATENY,
. i W Wy 3 L H
V.L = - (?') (V“ +E)STHC 2(.0H ‘dz_/ (236b)
—
4
b= b -ky, - (e—Bﬂ) (v, +2)E050 (2.36¢)
¢ O m Tk .

where the ":" represents the derivative with respect to time. Since
the medium 15 inhomogeneous the quantities wy and k are functions of
z; the distance along the field line. Equations (2.36) are written in
the laboratory frame, with the coordinate system as described in Fig.
2.12. For our purposes no important simplification results by trans-
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forﬁing to ejther the wave or the particle frames.

Equations (2.36) in whole or in part have been used to study VLF
wave particle interactions by many authors [Be}], 1964; Brice, 1964,
Bell, 1965; Helliwell, 1967, 1970; Dysthe, 1971; Nunn, 1971, 1974;
Palmadesso and Schmidt, 1971,.1972; Matsumoto, 1972; Ashour-Abdalla,
1972; Bud'ko et al., 1972; Crystal, 1973; Helliwell and Crystal, 1973;
Roux and Pellat, 1976; Karpman et al., 1974a,b]. Dysthe [1971] was the
first to include the adiabatic terms in Eqs. (2.36a) and (2.36b).

The entire physics of the interaction is embodied in Egs. (2.36a,b
and ¢). For this reason a brief discussion of the importance of dif-
ferent terms in (2.36) is in order. The first terms in Eqs. (2.36a} and

(2.36b) are due to the wave induced longitudinal and transverse forces -

V'xﬁg and (ﬁ'xﬁg+ig) respectively. Also both of these equations have

L
an additional term which gives the adiabatic variations of \y and v,
that are superimposed on the wave perturbations. It should be noted

that although the presence of field aligned wave forces violates the

assumptions underlying the first adiabatic 1nvariaﬁt [Roederer, 1970],
the changes in y and v, due to changing static magnetic field in-
tensity can still be described by the differential adiabatic theory at

each point during the interaction. In other words, Egs. (2.36) are

differential equations valid at each point along the field Tline.

Since the wave terms in Eqs. (2.36a) and (2.36b) are proportional
to sing it is apparent that the interaction is strongly controlled by -
the third equation (2.36c) which gives the variation of ¢. Cumulative
changes in y and v will only result when 5 (and ¢ )l is small.

The wave term in Eq. {2.36c) (last term on the r.h.s.) gives the phase
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change due to the centripetal acceleration of the particle resulting from
the (E}x§%+ﬁg) force. We have found that for most magnetospheric para-
meters the effect of this term is negligible, especially for large pitch
angles (Targe g_) and/or small wave amplitudes. However, even for small
wave intensities this wave term becomes dominant as soon as the pitch
angle falls below T or 2 degrees. Note that individual particles that
have somewhat larger initial pitch angles could still be scattered down
to these low pitch angles during the interaction. At that time this term
must be present in the equations in order to correctly describe the
physics. '

The Egs. (2.365 define the motion of each individual electron. For
a particle with initial velocities of %o and Wy, and an initial
phase of 9> these‘equations, when properly integrated over time, give

the resulting ay and av  for that particle. In other words

Ty
BV, ==J/P Y dt
O
TI )
Av, i}f' v, dt

4]

(2.37)

where TI is the interaction time. In principle, the integration must
be carried out for TI+ < . However because of the changing Wy due to
the inhomogeneity of the field the resonance condition (2.30) can be

satisfied 6n1y over a limited region along the field line for any given

particle. When (2.30) is not satisfied, it is apparent from Eq. {2.36c)

that [4| would be Targe and the wave contributions to v and v,

I

will be noncumulative. Therefore a time TI can be defined over which
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the wave induced perturbations are significant.
As a result of its encounter with the wave, the particleé“'v“'-'and

v, changes. These changes Aw, and -ay can be viewed as & scatter-

ing in velocity space and are hereafter referred to as "scattering.”
As is apparent from the differential equations (2.36) the point-to-

point scatterings (and‘therefdre the integrated total scatterings) depend

on ¥, and Vg > @S well ‘as on the initial phase ‘¢0 between v,

and -Bw at the time of encounter between the wave and the particle. '

The scattering also depends dh'wave parameters BQ , w and 'k and
medium parameters w, and E;%-. In general when the resonance occurs
away from the equator, for constant frequency, the cumulative interaction
time is shortened (since Eg%— is larger) and the tota] scattering is
smaller. The quantity .Egg- is the principal factor which determines
the interaction time T.. o

In order to clearly see the effect of —5%- we follow a procedure
similar to that used by Dysthe [1971].  Neglecting the wave terms on the

r.h.s. of Eq. (2.36c) we can rewrite it as:

$ = wo-u-ky = k(v -v, ) (2.38)
wgo | . .
whgre Vo =_f*1;~ is ‘the resonance velocity obtained from (2.30). Dif-
ferentiating the above we obtain
k(v —w,) (vR -) B (2.39)

for monochromatic waves (w=0). Since we are concerned with resonant or

closely resonant_partig1es, vy = v, and to a good approximation (2.39)

R
reduces to
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b= k(V.~v ) (2.40)

Substituting G” from Eq. (2.36a) we have

. eB /”EQ QﬁE
b= kvp -k (_EW") gsine b g5 (2.41)
We have . T
W=t w k= (o =w)k
o= dpETy (2.42)
R dt k k2
Rewriting Eq. (2.25) for Kk,
w2 -1/2
k = “E— (w -w) (2.43)

In a diffusive equilibrium model of the cold plasma, such as the one used
in this report, the plasma frequency wy is approximately constant along
the field 1ine. Hence &p = 0, and we obtain

1/2

. 1, Wow -3/2, K . k%l amH
k= (- ?J c (wH-w) B ) W= oo thH-mi oz (2.44)

Substituting 1h (2.42) and then (2.41) and rearrang1ng terms we obtain

. eB /”é\\\ kv ““3;;\§
5 + k(—a—J%_ sing 7’[ u \\Bw 5y (2.45)
\\w

\‘g_f/ .m:,':';f“'“
Equation (2.45) is a type of 'pendulum’ eguation which gives the varia-

tion of the phase ¢. The forcing function of this equation is propor-

aw . BwH

tional to —3%-, hence demonstrating the influence of the term et

i.e. the inhomogeneity force, in controlling the interaction. The total
interaction time TI is determined by the relative magnitudes of this
forcing function and the restoring 'force' (the wave force) of the pendu-

eB
Tum which is proportional to k(—ﬁﬂ)vl.
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E.. ENERGY AND MOMENTUM TRANSFER
Equations (2.36) are in terms of the velocity components v and

v, . This formulation is useful, since the resonance condition (2.30) is

in terms of Vi : Howevef, in order to see the energy and pitch angle

changes of the particle more clearly it is convenient to express the
equations of motion in terms of v and «.
Using vy = VCOSo and v, = vsina and Egs. (2.7), (2.31) and

(2.36) we obtain

g%—= -(%Ew)sina sing | {2.46a)
o _ (g )sing (2E ) S sing + vsing “u (2.46b)
dt = mw 9 Wy dz )
do _

qc = @y-w-kvcosa- (ﬁﬁw) g?iz cos¢ - (%Ew) Sg?ﬁ cosé (2.46¢)
In the above, the last term in (2.46b) is the equivalent of the last terms
in (2.36a,b). Note that Eq. (2.46a) directly gives the energy change of
the éartic]e, since the total particle kinetic energy is KE =1/2 mvz.
The energy exchange can only occur through the electric field of the wave
since magnetic forces are always perpendicular to the direction of motion.
Since the EW for our case is purely transverse, energy exchange can
only occur through v, - For this reason any energy exchange will also
result in pitch angle change as shown by the Eﬁ term in Eq. (2.46b).
AIthougH B cannot induce energy change, it is apparent from (2.46b)
that it causes a pitch angle change. The pitch angle change is in

essence a change in the direction of momentum (or velocity) of the

particle.
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Considering only the wave perturbations, i.e. neglecting the adia-.

batic term in Eq. (2.46b) and using E = %—B we find from (2.46a,b)

- )
that
[& + COSO!.]

da _ luw v ' /
dv sina ‘ (2.47)

In order to compare normalized pitch angle changes to normalized changes

in energy we can form the following ratio using (2.47)

v
do Vl-+ cos?a
= P
N o = (2.48)
dﬁ asinZo
Kg

where vy is the wave phase velocity.
Since only the particles at or close to resonance with the wave will

suffer significant scattering we use (2.30) in conjunction with {(2.25)

and (2.26) to obtain

v f. -f
A - H
v 7 (2.49)
P
Substituting this in (2.48) we have
f -f
o, [ Hf + coszq]
n = d% = (2.50)
' E asin’a
E ’
In (2.50) n s independent of the plasma frequency fp . We have

plotted (2.50) against pitch angle for typical values of fH = 13.65 kHz
at the equator on the L = 4 field line) and a few different typical values
of wave frequency f in Fig. 2.13. Since we have used the value of

fH at the equator the results shown are only for resonances at the
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L=4, f,=13.65 kHz

H
Fge) = f.-f
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FIGURE 2.13  THE QUANTITY, n , DEFINED.AS THE RATIQ OF PERCENTAGE

: PITCH ANGLE CHANGE TO PERCENTAGE ENERGY CHANGE AS A FUNC-
. TION OF PITCH ANGLE. The results plotted are for fy = 13.65 kHz cor-
~ responding to equator on the L = 4 field Tine, A few different typical
values for the wave frequency is used. '
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equator. For off-equatorial resonances f is larger and therefore n

H
would be even higher. Figure 2.13 shows that n >> 1  for most cases
and n > 1 for all cases considered. This means that large percentage
pitch angle changes can be induced without much energy transfer. Hence
even a weak wave could produce significant pitch angle pertufbations.
Note for example that the Toss cone at L = 4 is about 5.5° wide. There-
fore to precipitate a particle with o = 10° into the loss cone re-
éuires ~50% pitch angle change. Since n = 40 from Fig. 2.13, this
requires only a 1.2% change in energy.

| It will be shown in the last sections of this report that, consis-
tent with the arguments above,-the total precipitated energy flux is
50 dB higher than the wave input energy. The wave induced precipitation
occurs through change of direction of momentum of the particles rather

than through energy exchanges. In this particular gyroresonant wave-

particle interaction where the whistler mode wave involved is a 'slow’

wave with vp = 0.01c-0.1c, wave magnetic field effects upon particle
motion are generally more important than the wave electric field effects.
The wave magnetic field cannot induce energy exchange, but it can change

the particle pitch angie, i.e. direction of momentum.

F. LINEAR THEORY
Later in this report, we will be comparing our results with linear
theory'which has been used by previous workers in this fié]d. In Chapter é
4 we derive a quéntitative criterion for determining the applicability of
Tinear theory under given éonditions. For these reasons we devote this

section to a brief discussion of linear theory.
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The basic problem is the integfation of Eqs. (2.36a,b) in order to
obtain the perturbed values of ¥ and Vo One common approach is to
use 1inear theory [Das, 1971; Ashour-Abdalla, 1972]. According to this
theory the wave induced scatterings, Am and Ay -, are computed by
using wave field components at the position of the particle as given by
the unperturbed (Bw = O) motion. In other words it is assumed that the
wave effects are so small that the variation of ¢ (as given by (2.36¢))
is very close to what it would have been for_'BW = 0. In that case, the

starting point is
¢ = wyme-ky = f(t) : (2.51)

where f(t) s some function of t which is defined by the variation

of @H and vy along the particle trajectory. Then

(2.52)

t .
where F(t) = d/.f(t')dt'. The function F(t) does not depend on wave
(5}

d
intensity and is independent only on Wys T3y

Equation (2.52) thus gives the unperturbed (¢u) variation of the phase.

» k and pitch angle.

Using analvtical models for wH(z) and k(z) it is possible to find an
expression for ¢, [He11liwell, 1970].

When this unperturbed variation for ¢ is used the integration of
(2.36a,b) becomes relatively easy. The linear theory calculation of
AY and Ay, then proceed; by substituting b, into Eq. (2.36a,b) and

integrating
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co oc

eB' eB ‘
by, = f (TW-) \isin[F(t)+¢0]dt'z (?W)\i /sin[F(t)+¢0]dt {(2.53a)

o] 8]

(=]

meB eB
=S () (yetisttrteinsglas (52) (o) fomtriers e
(2.53b)

where the adiabatic terms in (2.36a,b) have been dropped. In the above
equations Av and Ay are the total changes in y and v . In
moving v and (VH+EJ out of the integral in {2.53a) and (2.é3b) re-
spectively, we have used the linear theory assumption that the adiabatic
variations in v and y are small during the time the particle is
close to resonance, and that AV << ¥ and Ay << Y - The former
assumption is valid unless the initial pitch angle is very large or the
resonance point is at high latitudes. The latter is a requirement of
Tinear theory and is consistent with the smail wave intensities that
Justify the application of this theory.

With certain simplifying assumptions the integrations in (2.53a) and
(2.53b) can be carried out and analytical expressions for Ay, and AV,
can be obtained [Ashour-Abdalla, 1972].

Although it is generally agreed that Tinear theory is applicable for
sufficiently low wave intensities, none of the authors who have employed
this theory in their analyses has given quantitative criteria to justify
their assumptions. In Chapter 4 we develop a simple quantitative criteria

- that can be used to determine the applicability of Tinear theory under

given conditions. Qualitatively, when the wave intensity is large, the

wave induced variations in y are significant. This couples to é
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through v in Eq. (2.36¢) and causes o(t) to deviate from B,
Therefore 1inear theory cannot be used and a complete integration of
the coupled equations (2,36) must be carried out.

Integration of these highly nonlinear equations is best ‘done on a
digital computer. In the néxt chapter we describe our combuter simula-

tion of the equations of motion.
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ITI. DESCRIPTION OF THE SIMULATION

A. INTRODUCTION

In this chapter we describe the method of solution employed in this
report to compute the wave induced perturbations of the energetic par-
ticles. The approach used is a test particle simulation of the wave
particle interaction. The perturbation of a full particle distribution
is calculated by considering the effect of the wave on a sufficiently
large number of test particles that are appropriately distributed in the
phase space. With this point of view the problem becomes one of classi-
cal Newtonian mechanics. Namely, given a wave structure, the task is tb
simulate the equations of motion for the individual test particles. With
the computer simulation approach it is possible to use the full equations
of motion and to test quantitatively the relative importance of different
terms. The need for restrictive simplifying assumptions is also greatly
reduced.

The modeling of a full particle distribution is described in Chapter
5. In this chapter we describe in detail the computation of the trajec-
tory of a given particle in the distribution.

A simplified version of the computer program used in our calcula-
tion are given in Appendix D. In the following we describe the general

formulation of the probiem.

B. COMPUTATION OF THE MEDIUM PARAMETERS
The computer simulation employs a centered dipole model for the
static magnetic field described by Eq. (2.1) and a diffusive equilibrium

model described by Eq. {2.4) for the cold plasma density. The computa-
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tion of the medium parameters is separated from the simulation of the
interaction. For this'reason any other.co1d plasma model can be used
without difficulty.

_The necessary input to this portion of the program consists of wave
frequency o , specification of the field line by its L value and the
equatorial cold plasma density neq, on that line. Another input is a
latitude range, YLAMAX, which defines the portion of the field line with-
in which the calculation is to be limited. For any given parameters a
value of YLAMAX can be found such that for gyroresonant interactions at
latitudes greater than YLAMAX the particle perturbations are negligible
or below the resolution of the computations. The simulation is then
limited to within +YLAMAX of the eguator. Another input to this portion
of the program is an integer value M. This value specifies the number
of grid points that is to be taken along one half of the field line.

With these inputs specified the program then computes w W, and k

0’
and stores the values wH(z) and k(z) at M points equally spaced in
latitude between -YLAMAX and zero degrees.(equator) Tatitude. This 1is
illustrated in Fig. 3.1. Hence, the output of this portion of the pro-
gram is M triplets z, wH(z) and k{z), where z is the distance -
a}ong the field line as measured from the equafor. Typicai values used
in our calculations are YLAMAX = 20° and M = 10,000L

These stored values of mH(Z) and k{(z) are used later during the

integration of the motion equations.

C. MAIN SIMULATION

Test particle identification

In a test particle simulation each particle must be identified with
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FIGURE 3.1 COMPUTATION OF THE MEDIUM. The portion of the field Tine to
which the computation is limited is divided into mesh points

equally spaced in latitude. For every mesh point the triplet z, wg(z)
and k{z) 1is stored for use in the integration of the motion equations.

a set of unique parameters. For adiabatically trapped particles the
equatorial pitch ang]e,_aeq » and equatorial paraliel velocity qu
are one such set of quantities. Using the first adiabatic invariant
(Egq. (2.7)) the local pitch angle o and parallel velocity ¥ at any

other point z = z_ can be readily obtained from « and v
0 _ eq leq

B(zo)

sina = sina. (3.1)
eq

eq
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B(z.) tana_

- ‘o g
Vi B W@q, tano (3.2)

where Beq and B(zo) represent the equatorial and 1oca1.values of the
static magnetic field respectively.

In the absence of the wave a test particle described by aeqo
and vHeqo will acquire the local pitch angle and parallel velocity
as given by (3.7) and (3.2) as it moves along the field line. Signifi-

cant cumulative interaction between the wave and the paftic]e will occur

only in the vicinity of the point where W= vR ’ VR being the
W, =~
Tocal resonant velocity, given by vR = 'Hk .+ As indicated in Fig.

3.2a this condition will be satisified in the vicinity of two locations
aTong the field Tine, owing to the symmetry of. the dipo]e field. S1nce
rthe wave induced perturbat1ons will be negligible outs1de these reg1on5,
the part1c1e motion at locations other than these can still be described
by (3.1) and (3.2). The encounter with the wave modifies the Tocal
and o , and through (3.1) and (3.2), the equatorial parameters o

eq

and v to be associated with that particle.

feq
Complete interaction

For a monochromatic CW signal traveling from south to north as
shown in Fig. 3.2a, the complete interaction of each particie with the
wave can be described as follows. As the particie travels south toward
its point of rescnance in the northern hémisphere the wave induced per-
turbations become more and more significant. When the particle moves
past its resonance point after having been scattered in %eq and. v

i!eq
the perturbations get smaller until it reaches the equator. Past the
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FIGURE 3.2 COMPLETE INTERACTION OF THE WAVE AND A TEST PARTICLE. (a)

In general, the cyclotron resonance condition (2.30) will be
satisfied at two locations N and S along the field line. (b) Adia-
batic variation of the particle parallel velocity with distance from the
equator. Shown in dotted Tines is the resonance velocity Ve The inte-
gration of the equations of motion is started at point N’ and ended
at §' for the simulation of the complete interaction.
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equator, the particle approacheé its second resonant point and is
scattered again. Depending on the distance between the two resonance
points the two encounters with the wave may or may_ﬁot‘be in phase W1th
each other.

To simulate this complete interaction, the equatiohs of motion must
be intégrated from the time the particle is close enough (usually within

2-3% in Vi ) to its first resonance point to experience significant

perturbations to the time at which the particle has passed significantly
beyond its second resonance point'so that_the wave perturbations become
insignificant. To continue the integration outside the resonance region

would be useless since the changes in « or are negligible.

eq W?eq

Figure 3.2b shows the adiabatic variation of the particle parallel
velocity along the field line. Shown in dotted Tines is the local reso-
nance velocity v o The input to the main simulation part of the pro-

gram is a set of values and an initial phase 99" With

eq ’ %gq

o o
these parameters specified, the program transfers %eq and v, into
eq

local values o and v, using (3.1) and (3.2), going progressively

away from the equator, and at each point checking |q|—vR| in order to

locate the vicinity of the resonance point N. The integration is started

at a point where v, is within some percentage of the resonance veiocity

of the northern resonance point. We have found that when the particle

is more than 3% or so away from Yocal resonance the wave induced pertur-

‘bations are not significant. This value is used in our computations as

indicated in Fig. 3.2b. | | .
The motion equations are'integrated using spatial steps'aé opposed

to temporal steps. The step size used'fow integration is a fraction of
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the step size used for the computation of the medium parameters mH(z)
and k(z), so that these stored values can be used during the integra-
tion either directly or by linear interpolation between two adjacent
values. This procedure allows us to avoid the computation of the medium

and wave related quantities separately for each test particle. The in-
v -V
tegration is carried out until the time where ¢ = |JLV—EPI > 0.05 and
R
dé > 2w. Both these criteria are very conservative and were established

by examining single particle trajectories. If the complete interaction
is to be simulated, the integration is carried out until the particle
passes its resonance point S in the southern hemisphere even if ¢
gets to be greater than 0.05 in between its first and second resonances.

At the end of the integration the local pitch angle a_ (F for

F
final) and parallel velocity %1 at the point where the integration

F
is stopped is found. These values are then transformed through (3.1) and

(3.2} to equatorial values o and v for that particle. The
Sy ®dg
difference o <o = Ao gives the total pitch angle scattering
eqF eqo eq

suffered by the particle.

Figure 3.3a,b shows sample trajectories of two particles both with

aeqé = 7°, but (a) W*eq

+1° latitude, and (b) v

is such that it resonates in the vicinity of
e is such that it resonates in the vicinity -
of +3° Tatitude.

We have shown equatorial pitch angle Aeq? and the off resonance
factor ¢ versus time and Tatitude along the field Tine. It is clear
that as the particle approaches resonance the wave induced pitch angle

changes become more and more cumulative. Note that for BW =0, “eé is

constant with distance along the field 1ine. As the particle moves away
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FIGURE 3.3  SAMPLE PARTICLE TRAJECTORIES. Both equatorial pitch angle

Vv, =V
a and off resonance factor ¢ = "Rl s shown. (a)
. eq Ve
%o’ 7°, Wil aq such that it resonates at +1° latitude. (b) a particle
[e] (o]
with «a = 7% v such that it resonates at approximately +3.5°,

eq, Il eqg
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from resonance the changes in %eq become noncumulative. Note that at
the end of the interaction the particle has attained a new pitch angle

Ole .
Ay

In addition to simulating the complete interaction of each test
particle with the wave, as is necessary for the full distribution compu-
‘tations, the computer code can also be used for studies of different por-
tions of the interaction. This is done in the next chapter where we
study the scattering of particles that are initially resonant with the

wave at the equator.
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IV. STUDY OF THE INTERACTION

A. SCATTERING OF A SINGLE RESONANT SHEET

Our purpose in this sectjon is to give a clear presentation of the
different aspects of the physics of the nonlinear gyroresonance inter-
action.

Although the full distribution calculations give useful measurable
quantities, such as the precipitated flux, they are not very helpful in
understanding the physfcs of the interaction. The behavior of single
particles and sheets provides much better insight, clarifying the effect
of various parameters such as BW, o | » N, L, and initial phase,

eq eq
¢ We study the case of a sheet of electrons, uniformly distributed in
¢ and moving away from the equator. The interaction starts at the
equator as depicted in Fig. 4.7. The use of initially kesonant sheets
enables us to present clearly the initial phase dependence. The equator

is chosen because the inhomogeneity there is a minimum, thus enabling us

to see the effect of the wave forces to their full extent. We must empha-

size at this point that this choice is made only to simplify the presen-

tation and not the physics. The physics, i.e. the effect and relative

importance of different parameters, is unaffected. In a distribution of
particles ‘interacting with a wave at any instant of time, there will be
particles with many values of “eq and _m o located at all points
along the field 1ine. In our presentation of the single sheet results,
we look at a sheet of electrons that meets the wave at the equator with

specified ueq and v, -values. The results are qualitatively repre-
eq

sentative of those for most other sheets in the distribution, although

the amount of scattering will in general be smaller for interactions
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FIGURE 4.1  DESCRIPTION OF THE INTERACTION STUDIED IN THIS SECTION.
_ Single particles or sheets of particles that are resonant
at the equator are considered.

away from the equator or for non-resonant sheets.

The parameter values used for most of our calculations are given in
Table 1; they represent a realistic magnetospheric case. L = 4 is chosen
because it is close td the location of the VLF transmitter at Sfp1e,
Antarctica, from which much of the experimental data have come. A wave
frequency of 5 kHz is chosen, a frequency often used in the Siple wave
injection experiments.

We first consider particles with an équatoria] pitch angle o =

eqo

10° and a wave ampiitude of BW = 10 my. Figure 4.2 shows the computed

trajectories for six particles distributed in initial phase b0 We

- B9 -




AQgq{deg)
4T

ho= /2

e T o et

]—-\_/’f $o=27/3 1

0 I0 20 30 40 S0 60 7O 80 90
TIME (msec)

o] | 2 3 4
LATITUDE {deg}

R
T~
; -
£
‘
s
r
,
-

FIGURE 4.2  SINGLE PARTICLE TRAJECTORIES FOR B = 10 my. Both the total

. scattering Ao (solid 1ines) and” the phase ¢ (squared
points) are shown as a ®9 function of time. A1l particles start at
resonance at the equator (see Fig. 4.1) and move southward into the wave.
Particle trajectories for & different initial phases are shown. The phases
are chosen to illustrate typical trajectories. The dashed Tines are the
unperturbed phase (¢ ,) variation for the case. of BW = 0. For all tra-

jectories a = 10°9
eq
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TABLE 1. PARAMETER VALUES FOR THE EXAMPLE CASE -

Field Tine o L =4 )
Equatorial gyrofrequency | fHeq5= 13.65 kHz

Equatorial cold plasma density neq = 400 el/cc

Wave frequency | f = 5 kHz

Equatorial parallel resonance velocity V"R = 1.899x107 m/sec

Equatorial parallel resonant enérgy 3 2_1 keV

Refractive index at the equator n =”40

Wavelength at the equator A= 2.2 km

have plotted both Aaeq and the phase ¢ at each step of the inter-
action. The resonant interaction starts at the equator for all particies.
Consider for example the particle with ¢, = -2n/3. As this par-
ticle moves away from the equator it suffers a positive o and as
$ increases (the particle gyrating faster with respect to the wave)
the changes in da become smaller and smaller. EventuaT]y_the oscil-
lations become insignificant and the pértic]é teaves the interaction re-
gion with a net change in equatorial pitch angle. Note that %eq of
each of the six particles in Fig. 4.2 can be considered unaffected by
the wave after about 70 msec (3° latitude). Beyond this‘point_the wave
induced particle scatterings are not cumulative.
A]so'sthn in Fig. 4.2 is the unpéftufbed phase variatfoﬁ“ ¢y (i.e. .
the phase variation for negligible wavé interisity) for some initiaf

phases. The oy variation for other phases is exactly the same in form
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but shifted up or down depending on 9o (see section 2.F).

For partic]es starting at resonance (i.e. v, satisfies Eq. (2.30))
&0 = 0. For BW = 0, as the partic]e moves away from the eguator Wy
increases, therefore increasing ¢, which causes ¢ to increase as seen
from the ¢, variation in Fig. 4.5. In othér words, &0 = éu > 0. For
Bw # 0 the interaction can be studied qualitatively as follows:

1) For negative 9y % 0 0. (See Eq. {2.36a).) Hence y  de-
creases while Wy increases as the particles move away from the equator.
Therefore ¥0> $u and the time for which the particle stays within reso-

nance is shortened. Also since the initial wave induced v. is negative,

I
the local pitch angle of the particle increases, which in turn through
(3.1) transforms into an increase in the equatorial pitch angle. As ¢
increases to the point where sing changes sign (in this case becomes
positive) Q" becomes positive and tends to decrease ¢. Since tey
keeps increasing, the wave forces offset the effects of the inhomogeneity
at this stage of the interaction. However, there already is a large &
and the particle is no longer near resonance. Therefore if the wave
amplitude is not strong enough to cause an oscillation (or reversal) in
phase (i.e. trapping) the phase angle ¢ continues to increase. When ¢
comes to the point where sing again-changes sign, v again becomes

I
negative. The periodic changes of sign of 0” lead to oscillations in
Aaeq. 'This behavior is most clearly illustrated by the case of larger
wave amplitudes, as in Fig. 4.3. Since wy continuously increases as
the particle moves away from the equator the period of these oscillations

decreases as the particle moves away from resonance. Eventually the

particle acquires a net pitch angle change Aaeq. Typical trajectories
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for the negative initial phase case are shown in Fig. 4.2,

2) For poeitive ¢g2 0”0 > 0,. and the wave_forces offset the
effects of the 1nh0mogeneity Therefore ¢<¢ and the time during
which part1c1e stays within resonance is increased, hence a11ow1ng more
‘scatterang due to more_exposure to cumulative interaction. For the case
of BW = 10 my, given in Fig. 4.2, we see that tinai scatterings for
¢y > G are genera]ly Targer than those for ¢ < 0, a]though the final
scattering depends, as we shall later see, oh a wide var1ety of para—
meters. MNote in Fig. 4.2 that aTthough the 1n1t1a1 m s a maximum for
b = n/2, the final scattering is the largest for $o = 2n/3. This
occurs because for ¢0 = 2w/3 the wave and 1nhomogeneity forces balance
each other over a longer distance and hence % stays very cTose to zero,
therefore 1ncreas1ng the t1me spent within resonance. |

For an initial pitch angle of 10°, a wave amp}itude of 10 my is not
]arge'enough to cauee mpre than one osciliation in phase ¢ . That is,
it cannot trap the particles for long in the wave's potentia?-we]]. In
Fig. 4 3 we g1ve the trajectories of seven particles for B = 50 my.

In comparing F1gs 4.2 and 4.3 we make the fo1]ow1ng observatTOns

1} The osc111at1ons in Aaeq as the particle moves away from re;
sonance are larger in amp11tude for B = 50 my than for B = 10 nw
This is expected since the scatter1ng at each pgint is proport1ona] to
BW. .
2) For some of the‘phases (¢6 =.;ﬂ/2, -t/3, 0, n/3) the particle
phase e(t) makes mere than one oscil1ation Hence the particle is

phase trapped, although only for a short wh11e The most strongly trapped

particle is the one with o =
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FIGURE 4.3  SINGLE PARTICLE TRAJEC-
TORIES FOR "B, = 50 my.
‘The format is the same as F1g 4.2.
For. aH trajectories, %eq 10°.
o]

[——

O 10 20 30 40 50 60 70 B0 90
TIME (msec)

0 | 2 3 4
LATITUDE {deq) - 74 -




3) A1l the trapped particles end up with a negative Aaeq. This
=

is because for trapped particles v, = v, =—5— and Q": v

> 0 when moving southward from the equator, 0” > 0 and, from Eq.

. ince
g Sinc

QR
(2.36b), QL <0. Thus the pitch angle must debfease for all trapped .
particles as they move away from the équator. | | '

4) Consider the trajectory for the bg = -w/3. particle. The second
minimum of bag (at t =~ 43 ms) seems much sharper th;n fdf:other‘Cases.
Note that the particles shown in Fig.‘4.3'have an equatorial pitch angle

of o = 10°. The second minimum in Ac for ¢_ = -a/3 is at about
eq - eg ¢]

Aueq = 9.5°, In other words, as the pitch angle continuously decreases

it has.reached a point where it is very close to zero. At those Tow -
o Vi '
Eq. (2.36c) becomes significant, causing a large change in phase which

: pitch_ang1gs Y. s very small and therefore the wave term («

prevents the pitch angle from reaching zero. This effect is called the
'lToss cone reflection' effect and is discussed in Appendix B. This ex- _
ample shows the importance of not deleting this term 1h the computatfdhé.
Without this term the pitch angle would have gone negative. At the third
minimum of Aaeq for g * 0 we have the same effect, again clearly
seen by an abrupt change in ¢.

After this discussion of the single particle trajectories, it is
further enlightening to study the collective motions of sheets of par-
ticles. As our tool for this study we consider the variation of the
final scattering Aaeq versus initial phase. We have found that the
nature of the interaction and the effects of different parameters.are
most clearly presented in such a format. Below, we give results of our

computations for a sheet of 24 electrons equally distributed in initial
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phase ¢o" We consider different cases to isolate the effects of para-

meters such as B , a_ ., n , position of resonance, etc. The results
W eq eq

are obtained by integrating the full equations of motion for each of the

24 electrons in the sheet to obtain the total final scattering Aaeq.

We then plot Aaeq vs. initial phase 992 and discuss each result

qualitatively.
a}) Effect of the Wave Amplitude

Figure 4.4a shows Ameq vs. '¢0 for the parameters as given in

Table 1 and for %eq = 10°. We have given results for a range of wave
o)
amplitudes from BW =1 my to BW = 50 my. For low wave amplitudes

such as BW 1 my and 3 my we have 'linear’ scattering. 1In other
words, for these cases the inhomogeneity is the dominant factor in con-
trolling ¢(t) rather than the wave forces. Therefore ¢(t)= ¢ (t)

u

and linear theory can be applied. That the shape of the Aaeq VS. ¢
curves is approximately sinusoidal for these cases is shown in Appendix
A. In the rest of this report the interaction will be termed to be in
the 'Tinear' mode whenever Aaeq VS, 6, is approximately sinusoida].
For BW > 7 my the curves start to change shape. For Bw = 50 my
we have what we call the 'trapped' mode. The trapped mode is one in
which ‘the wave forces blay the dominant role in controlling 5. The
phase ¢ in this case goes through more than one oscillation due to
sign changes of ;. As discussed above in connection with Fig. 4.3 the
trapped particles end up with a net negative change in pitch angle, thus
producing a Aaeq VS. 4 variation as shown in Fig. 4.4a for the

Bw = 50 my case. Note that only particles in a range around g = 0

are trapped, the initial phases of other particles are not appropriate
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for trapping. This is also seen in ng; 4.3.

Figure 4.4 gi&es'on1y the final net scatterings. No time parameter
is involved. For each case, the equations have been integrated for each
electron in the sheet unti1 the particle is no Tonger significantly
affected by the wave. The total pitch angle change Auéq is then plotted
against 9 Note that for 7 mY‘<BW<:50 my the Aa  vs ¢, Curves
resemble neither the linear nor the trapped mode. This is because for
these transition values neither the wave force nor the inhomogeneity is
¢learly dominant. For B, =3m and5m we observe from Fig. 4.4a
that there is an asymmefry between scattering for negative and positive
initial phases. This comes about because, although for all % the in-
homogeneity is the dominant factor, for positive 9o the wave forces
offset the effects of the inhomogeneity whereas for negative 90 the
wave force adds to the effect of the inhomogeneity. Therefore for posi-
tive % the particle stays in resonance for a longer time and hence
experiences'1arger scattering.

For BW' = 50 my Fig. 4.4 shows that the maximum negative scat-
tering for .aeqo= 10° 1is about Aaeq = 9°, Thus the absolute pitch
angle for these particles is reduced nearly to zero. Similarly for
Uogq 30° the maximum negative scattering is 24°, bringing this
particle to the edge of the Tloss cone.

One important point that must be kept in mind is the following:
Figure 4.4a shbwé results for a single ﬁheet traveling away from the

equator. Consider the case of a sheet traveling towards the equator.
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By studying Eq. (2.36c) we see that Bog VS. 9y yafjationslwoqu be
approximately a mirror image of the result for the Bw_ = 50 my, with
the trapped particles having a net positiye pitch angle change. There-
fore one should not try to make predictions about the precipitated-f]ux
or other full distribution quantities using only these results. lThe
single sheet results given in this section are intended only as an aid
to understanding the interaction, and sorting out the dependence.of
Aaeq on various parameters. ,

For hjgher Uoq 2 one would expect the deviation from the 1inear

o]
mode to start at Tower amplitudes. In Fig. 4.4b we show the results for

ueqo = 30° in the same format as Fig. 4.4a. We see that the case of
B, = 3my js as much away from the Tinear mode as the case of B, =
10 my for aeqo = 10°. This is explained by the fact that the wave
1nduced_ q[ is proportional to v BW, and therefore to tanaeq . AAs

0
B_ 1s increased further we again have a similar kind of transition to

the trapped mode. However the minima of Aaeq are much deeper than the

@ = 10° case. For B, =50 m , for example, the most stably

eq

trapped particle (¢0 = 0) undergoes a net scattering of almost 24°. The
beh&vior.in.Figs. 4.2, 4.3 and 4.4a,b also clearly shows fhe difference
between coherent and incoherent interactions. 1In the coherent 1nter—..
action the partiéie can be phase Tocked with the wave and lost almost
all of its perpendicular energy in a single encounter with the wave. On
the contrary, in an incoherent interaction, the scaiterings suffered by
the particle at each instant are random in direction and magnitude. As
a result the particles execute a random walk in pitch angle space aﬁd a

diffusion in the average direction of the field results. Therefore the
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net total scatterings at each encounter with the wave are generally much

smaller.

b) Comparison with the Linear Theory

At this point we are ready to compare quantitatively the results of
our full analysis with those of Tinear theory. For purposes of compari-
son we have arranged our computer program to integrate the motion equa-
tions using linear theory if desired. Figure 4.5 shows a comparison of
the Tinear and nonlinear analyses for ueq= 10°. For the linear case the
Aaeq VS. 9, variation is proportional to Bwsin(¢0 +8), where g is
defined in Appendix A. We see from Fig. 4.5 that the difference between

the Tinear and the nonlinear results becomes apparent for BW > 5 my.

Even for BW = 3 my the asymmetry between the scatterings for positive

~and negative 9 is apparent for the nonlinear case. Note that for

higher ueqo the deviation from 1inear theory occurs at lower wave in-
tensities. For instance, for aeq0= 30° and BW = 3 my the interaction
is clearly nonlinear as can be seen from Fig. 4.4b. Note also that for
the linear case the phase variation is the same for all 24 particles in
the sheet. Therefore they all spend the same amount of time in resonance.
'Figure 4.6a,b compares the linear and nonlinear root mean square
scattering (i.e. v<Aa2> where < > denotes averaging over the initial
phases) and the mean value (i.e. <Aa>) of the Aaeq VS. ¢, curves
for both aéqo = 10° and 30° cases. We see that as the wave amplitude is
increased there is an increasing mean value for the nonlinear cases where-
as the mean value for the linear case is zero for all wave amplitudes.
For g 10° and for small wave fields of up to 5 my the rms scat-

o
tering for both cases is about the same. However as the wave amplitude
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FIGURE 4.5  COMPARISON OF RESULTS OF LINEAR THEORY AND THE FULL NON-
: . LINEAR ANALYSIS. -The total scattering vs. 90 is given for
ueq = 10° and for d1fferent wave amp11tudes The format “is very similar
o _

to that of Fig. 4.4.
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FIGURE 4.6  RMS AND MEAN SCATTERING FOR LINEAR AND NONLINEAR ANALYSES AS
A FUNCTION OF WAVE AMPLITUDE. The mean scatterings for the
linear case is zero. (a) %oq * 10°. (b) Oq ~ 30°.
[s] (o]
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is increased the rms scattering for the nonlinear caseﬁdeviates from the
linear case in which the rms scattering is q1rect1y proportional to B -
Therefore the use of linear theory When BW > 3 My Causes an error in
_both mean and rms scatterings.

Since for B_ > 40 my, Adeq= Aq » the rms scatteriﬁg saturates for

(s}
the « = 10° case; however for the higher initial pitch angle (aeq =

eq
30°) casz we see that the rms scattering is considerably larger than ihe
Tinear one over a wide range of wave amp11tudes; The scattering is lar-
éer because the nonlinear formulation takes particle trappiﬁg into ac-
count and this effect considerably increases the length of the inter-
action region over which scattering takes place.

0
a sinusoidal shape (see Appendix A) it is possible to readily identify

Since the Aueq vs ¢, curve for the Tinear case is found to have

Tinear or trapped behavior by qualitatively examining the Aaeq VS 9
curves. For example, for the case of Fig. 4.4a we see that deviation
from a sinusoidal shape starts around BW = 5 my and hence linear
theory should be app]icab1e.9n]y for‘ BW <5 m. In the f01lowing_cases
we shall use this concépt to study our results.

c) Dependence on Equatorial Pitch Angle

To isolate the effect of the initial equatorial pitch angle we hold
the wave amplitude constant at BW = 10 my and for the parameters of
Table 1 compute the scatterings for different aeq . Figure 4.7 shows

8]

Aueq VS ¢, curves parameterized in %oq A wide range of pitch
(o]
angles 3° < gy < 85% 1is covered. Since the wave induced vy 1s pro-
O

portional to

; and hence to -tanaeq » for small enough pitch angles

. : &)
a linear Aaeq Vs ¢O-.var1ation is expected. Indeed from Fig. 4.7 we
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FIGURE 4.7

T:T —‘]’T}Z O e T

INITIAL PITCH ANGLE DEPENDENCE OF THE TOTAL
P FOR neq = 400 el/cc AND BW = 10 my.

the same as that of Fig. 4.5.
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see that the variation for aeqo = 3° is essentially linear. The devia-
tion from linearity increases as uéqo is increased and we have the
trapped mode for ueqo> 40°. The transition from the linear to the
trapped mode is similar to that shown in Fig. 4.4a.

For a > 60°, the minimum of the Aa vs. ¢_ curves starts to
eqo eq 0]
contract. Although the shape of Aaeq VS. b, stays in the trapped
mode, the total scattering for each particie continuously decreases.
The reason for this is that for these high values of %eq the varia-_
(o]

tion in the particles’ f and %_ due to the adiabatic mirror forces
(second terms on the r.h.s. in Eqs. (2.36a,b) becomes more and more
rapid, therefore decreasing the time spent in resonance and resulting in

smaller scattering.

d) Dependence on the Equatorial Cold Plasma Density

One other parameter which défines the properties of the medium and
the wave is neq , the equatorial cold plasma density. The Wave number
k is proportional to Mg (see (2.25)). In Fig. 4.8 we give results
fora B = 50 my wave and Ooq = 10° particles at L = 4. We show

o
Ao Vs. ¢, curves for different neq values, ranging from 400 el/cc

eq
(inside the plasmapause) to 1 el/cc (outside the plasmapause).
Figure 4.8 shows that for neq = 400 el/cc a trapped mode exists.
Decreasing neq results in a transition similar to those seen before,
to a linear mode for neq = 1 el/cc. This result shows clearly that
interactions outside the plasmapause result in less scattering than those
inside the plasmapause. This interesting result can be understood as

follows: As neq decreases the wave phase velocity increases and the

parallel resonant velocity becomes higher. Higher energy particles move
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Acgq (deg) neq =400 el/c

T
2..._
sl
-4+ o
-6 y '
T "9‘%\ IOOTeI/cc
] 50 elkc
I f
5]
IOeI/cc
_5__

-1 -7/2 O 'J'T/=2 7r

FIGURE 4.8 VARIATION OF TOTAL SCATTERING WITH EQUATORIAL COLD PLASMA
DENSITY, . For all cases L 4, f =5 kHz, B. = 50 mvy,
and %eq = 10°. Note €4 that for neq 1 e]/cc the paraTTeT reso-

nant © particle velocity is in the relativistic range. MWe have not
accounted for the relativistic correction in our calculation. However
this correction will only vary theamplitude of the scattering. Our main
concern in this section is the shape of the Aa vS. ¢ curves which
will not be affected by that correction. ed 0
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more quickly through the wave and hence have Tesg'ffﬁé;in which to be
scattered. Note that although the equatorial para]]é] resonant energy
is about 1 keV for neq = 400 el/cc it is approximately 40 keV for
neq = 10 el/cc.

e) Dependence on the Geomagnetic Latitude Around Which the Reso-

nance Occurs

Figure 4.9 shows &aeq‘vsi_:¢0 for BW = 50 my and aeq0= 10°.
The curves in this case are parametric in the location of resonance.
Hence the first sheet starts from the equator at resonance, the next
starts at resonance at 2° Tatitude south of the equator and the last
sheet starts at resonance at 10° Tatitude.  All sheets travel southward
away from the equator. We observe that for resonance at the equator we
have a trapped mode, but as the'résonance Tatitude is increased to 10°
there is a transition to the linear mode. This is expected since the
gradient of the earth's magnetic field Tncréases with distance from the
equator and for high enhough 1atituaes the effects of inhomogeneity can
no longer be offset by the wave forces. Because the inhomogeneity be-
comes the controlling factorlgt:higher latitudes thé shape of AQeq VS,
¢, returns to the Tinear form. Note that this behavior is limited to
constant frequency waves. For waves of changing frequency, maximum in-
teraction may occur off the equator, as suggested by Helliwell [1967,
1970].
B.'_QUANTITATIVE_CRITERIA FOR DETERMINING THE APPLICABILITY OF THE

LINEAR THEORY -
The 1ineaﬁ theory procedure for computing the wave induced scat-

terings %[ and v was described in section 2.F. A unique feature of
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AQgq (deg) RESONANCE AT
. 0° LATITUDE
2%

- -#;2 0 W}Z Tr

FIGURE 4.9  TOTAL SCATTERING AS A FUNCTION RESONANCE PQINT ALONG THE
FIELD LINE. For all cases, L =4, f =5 kHz, Bw = 50 my,
a = 10° and neq = 400 el/cc.

eqo
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linear theory is that the path length over which resonance occurs is in-
dependent of wave amplitude. For instance if an electron is at resonance

(¢=0) with the wave at some point z along the magnetic field Tine,

1
linear theory predicts that resonance will effectively terminate at a

point z, » defined implicitly by the approximate relation
Ap = 1 radian.z_/[ -w-ky ‘]_,d; (4.1)
- “gremthy 4y e
z - - R
where wy is the electron gyrofrequency at the resonance point Z, s
[ Y]
and v, = —HE——-. It can be seen that z, does not depend on B_

since in Tinear theory the wave induced changes in v, are ignored in
integrating Eq. (2.36¢c). A rough method of establishing the validity of

linear theory in any particular case involves the comparison of the time
_ zZ,-2
the particle spends in the linear resonance region t_ = .3 L , With

R
_ Ve
the trapping time of the particle in the potential well of the wave,
eB
tT 2nl (—= kv] 1/2. When th;1<<1, it can be concluded that non-

linear effects will be negligible and that linear theory can be used,

while if th;1> 1, it can be concluded that nonlinear effects must be
included. The major problem with this criterfon is that it cannot be
clearly applied when th;l 2-1,‘since the actual nonlinear resonance
time will generally exceed tR._ In this case it is of interest to use
our resuits to attempt to establish a more accurate method to determine
the applicability of the linear theory.

The very similar behavior of the Aa eq VS. ¢, curves as displayed

in Figs. 4.4 through 4 9 suggests that the nature of the interaction may

eq eq

- be descr1bed by a s1ng]e parameter which is a funct1on of B s 0 5 N
, . . o
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3w

(or k) and —& . The controlling factor in the interaction is the

3z
variation of phase, ¢ , as given by Eq. (2.36c). Note that for all
sheets considered in Figs. 4.4 through 4.9 the set of values used for
% is the same regardiess of the values of the different parameters.
For resonant particles éo = 0, for nonresonant particles éo is a non-
zero constant. The different behavior of the sheets, whether they inter-
act in the trapped or linear mode, is determined by the initial rate of
change of &, i.e. &0. Neglecting the wave term in Eq. (2.36c) (the
term proportional to E%EQJ 5 is given by Eq. (2.25). Rewriting that

we have

2
ky duw eB
as _ § _L H _ W .
$ = [ + H:] 57 - K=y sing - (4.2)

The first and second terms on the r.h.s. in £q. (4.2) represent the in-

homogeneity and wave forces respectively. We now define a quantity o

eBW
k(—%)v
o = n._2 (4.3)
2
A 3,
3 L H
Bl Biare

This quantity is the ratio of the maximum absolute values of the wave and
inhomogeneity terms in Eq. (4.2). Hence the value of p is an indica-
tion of the relative effectiveness of these terms. Similar analyses to
study the relative effects of the wave and inhomogeneity terms were used
by previous authors [Dysthe, 1971; Nunn, 1974; Karpman, 1974; Roux and

Pellat, 1976]. Here we carry this work a step forward:
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We can rewrite p  to obtain:

(4.4)

0 _
) . K
5o (e
. ; ‘\ UJH T
where we have used (2.30) to eliminate k in the denominator. Note
that p is a dimensionless guantity dependent on BW, a{Tocal pitch
" _ ! _ _
- : S
angle), k and — . : _ |
We expect that p will be a useful quantity for differentiating

between linear and nonlinear 1nteract10ns. For instance linear theory
predicts that for a particle that is resonant with the wave at some
point Z along the magnetic field line the resonance will effectively

terminate at a point z, defined by (4.1). If, for any particular casé,

2

we comhute the quantity o at z, we can determine whether the reso-

nance interaction will proceed significantly beyond Z,- Thus if p.< 1

at 22 we can conclude that the wave forces are weaker than the inhomo-

geneity and that linear theory should apply. If o >1 at z, we can

conclude that the resonance interaction will proceed significantly beyond

Z, » that linear theory is not appropriate, and that a full nonlinear

treatment should be employed.

In practice the evaluation of p is simplified by the fact that for
the dipole model _p(zl)z p(Zz), and thus p can generally be simply
evaluated completely in terms of the initial conditions. A slight com-

plication occurs when. the initial resonance point approaches the magnetic

aw
equator, since then p(zl)+ @ as ~5%-+ 0. In this case we must eval-

uate p at the point Z,- An analytic expression for z, can be found
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using (4.1) and (4.2) in the 1imit B, = 0. From Eq. (4.2) we have

2
kv dw. '
PR L |_H
¢ [-2—\,;' + ‘*’H] = (4.5)
or :

2 W, =W\ - dw
g—g-= ?%_'[% + ( 5 ) tanza] _Sg' (4.6)
dz I H ’

where we have used (2.30) to eliminate k. In a dipole field, for loca-
tions close to the equator the variation of the gyrofrequency is very

closely approximated by [Helliwell, 1970].
,2
g =y [y (B 1 (4.7)
0

where Wy is the angular electron gyrofrequency at the equatorial
Q

plane, R 1is the geocentric distance and z 1is the distance from the
equator measured along the field 1ine. Equation (4.6) can be twice in-

tegrated from z = z. =0 to some point 2z by assuming that v =~ v

1 R
and wy = wHo and o = a, are constant. We obtain
G 32
$ = 55t 4, (4.8)
Vp mH 2 p2

i} -
H
where o %~|} + 8 tanZa ] and % is the initial phase. From

(4.1) point z, is de$1ned as that point at which a¢ = 1 radian.

2
Therefore _ 5 i/3

ZVR R
ZIR vall IR (4.9)

(e}
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Therefore for resonances at the equator p -.can be evaluated at -

B z
point z_ given by (4.9) using the value ~fﬂ, = Oy (wgd. For the
2 o 9z H g2
parameters of Table 1, o 4z
‘ - _-1/3
z, =576[3 + 0.63 tanZo, ] km. (4.10).
and using these we obtain
BmH -1/3

bz

)

= 6.86x107°[3 + 0.63 tan2a ]  rad/km. (4.11)

The guantity p(iz) can be detgfmined simpTy in terms of initial values

by making use of the fact that wH(zz)zm' and 'a(zz): ”d' Thus two

H
important features of the quantity o argz 1) dits value can be used
to determine when linear theory is appropriate; and 2) it can be evalu-
ated simply in terms of. the initial conditions alone.
"~ In the following we demonstrate that the transitions from the.

Tinear to trapped mode in Figs. 4.4 through 4.9 occur at or near the
o = 1 threshold.

In Table 2 we give the values of p for the cases covered in Figs.
4.4 through 4.9. First consider the wave amplitude dependence as illu-
strated in Fig. 4.4a for Goq T 10°. Table 2a gives p for different

Bw. From Figs. 4.4a we see that sigﬁificant deviations of the Aueq

VS

o curves from a l}inear, near-sinusoida], variation start at about

Bw =7 my . Since p = 0.9 for 7 my we can loosely coné]ude that Tinear
theory fails for p > 1.

Table 2b shows the correspondfng-va1ues of p for the different
wave amplitudes of Fig. 4.4b, for which Oy = 30°. From that figure

Q
it is evident that a large deviation from the linear mode is seen for
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TABLE II. VALUES OF p FOR DIFFERENT CASES

(a) % = 10°, L = 4, neq = 400 el/cc.

BW(mY) 1 5 7 10 30 50

P 0.1 0.6 0.9 1.3 3.8 6.4

(b) o =30°,L=4,n = 400 el/cc.
eq eq

Bw(mY) 1 3 7 10 30 50

0 0.4 1.2 2.8 4.0 12.0  20.0
(c) aeq = 10°, Bw =60 my, L =4

n.fel/cc) 400 200 50 10 5 1

0 6.4 4.5 2.3 1.0 0.7 0.3

(d) BW = 10my, L =4, neq = 400 el/cc

o (deg) 1 7 10 30 70 85
D 0.1 0.9 1.3 4.0 10.6 8.9

BW > 3 my compared to an almost Tinear result for BW = 1 my. Hence we

can say that the deviation from linear theory starts at BW = 2-3 my.
We see from Table 2b that p = 1  for these values. Therefore again
p =1 1is a reasonably good indication of the point beyond which Tinear
theory becomes inaccurate.
The vaitue of p for the different neq values of Fig. 4.8 is

given in Table 2c.. We see from Fig. 4.8 that Tinear theory applies for
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neq < 10 e1/cc. Since p .= 1.0 for neq = 10 el/cc we again see that
linear theory threshold is at p =.1.

Figure 4.9 showed Aaeq VS. by for different resonance points
along the field Tine. It is evident from the figure that we have a
we]%—defined linear mode for resonances at latitudes > 10°, For'par-
ticles resonant.at 10°, p(zl)z p(Zz) and we cah use awH/az at 10°
latitude for computing p. This gives o = 0.7]1. Note that the Aueq
VS. ¢, curve for 10° latitude is very closely linear, whereas the one
for 5° latitude is different from a linear mode. Here we have o = 1.7
for resonance at 5° andl o =.1.0 at 7.5° 1at1fude. Therefore we see
that o = 1 is again-a valid threshold point for determining linearity.

As a final test of our criterion we use the “"experimental data"
given in Fig. 4.7. Table 2d gives values of p for the aeqo values

used in that figure. The deviation from the linear mode starts around

g = 7° (which is not shown in Fig. 4.7) and p = 0.9 at that point,
(o]

- again very close to the p ~ 1 criteria which was established above. We

“would like to note here that the sharpness of the minima for Coq = 5°

given in Fig. 4.7 is not so much due to the deviation from linearity as

it is due to the wave term in Eq. (2.36¢) since at that point

‘As we examine Table 2d we see that p  reaches a maximum at about

o = 50°. The pitch angle dependence of p is given'from Fgs. (4.4)

eqo

and (4.10) as:
o = tana R (4.12)

[ _— , 2/3
-3+(H 1t a]
| ‘“H an
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IV 1]

] . . i
The maximum of this function occurs when ( .

JtanZa = 9. For the
parameters of Table 1, tThis maximum is at o = 75°. From Fig. 4.7 we see
that for aeq0> 60° the Aaeq vs. ¢, curves start to shrink while
still staying in the trapped mode. This is readily explained by the fact
that when the adiabatic accelerations %r and Ql are large the reso-
nance time of the particle is decreased and this results in smaller
scattering.

The correlation between Table 2d and Fig. 4.7, i.e., the fact that
both o and the scattering curves reach a maximum for o = 65°-75° s
very interesting. It indicates that not only is p wuseful as a thresh-
0ld criteria for determining linearity. but also its absolute magnitude
may be a direct indication of the amount of‘scattering. We have studied
this question extensively and have determined that p can be success~-
fully used as an empirical parameter for easy computation of the scat-
tering coefficients for the trapped mode. This result is discussed in
the next section, in connection with Fig. 4.19.

With the above results and comparisons we conclude the foliowing:

1) The quantity o can be used to determine whether or not the
linear theory is applicable for given interaction parameters.

2) For p <<1 (p < 0.7) linear theory results are close to those of
the full nonlinear analysis.

3) For p >>1 (p »3) we have a trapped mode and the linear theory
is not applicable.

4) The linear theory results begin to deviate significantly from

those of the full nonlinear analysis for p > T.
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Therefore we have a convenient and simple criteria for determining
the applicability of the Tinear theory. The procedure is to compute o
for the parameters of the problem at hand and decide according to the
criteria cited above.

The criterion we have established above uses only the initial -
values of the parameters and variables. Therefore one need not computer
the particle trajectories in order to use this criterion. This fact
makes. the method very useful in determining whether or not one can use a
simple Tinear analysis for an interaction of a particle with a g1ven
pitch angle at any point along the f1eld line with a wave of any fre-.
quency and wave amplitude.

- Previous authors, e.g., Ashour-Abdalla [1972], have used linear
theory without quantitative justification. For the parameters of
Ashour-Abdalla [1972] and for equatorial interactions we compute o =
0.6 for aeqo = 10° p = 1.7 for aéqo = 30° and .o = 2.5 for aeqo=
50°. Note that none of these values for p satisfy p << 1 which
guarantees safe application of linear theory. Furthermore for ueq0> 30°,
o > 1. For this reason we believe that the scattering coefficients

given in that paper.for resonances close to the equator (within 500-1000

km) are inaccurate for high pitch angles.

C. THE TRAPPED MODE

In th1s sect1on we extend our study of the scatter1ng of an 1n1t1a11y
resonant sheet starting at the equator and moving southward as dep1cted
in Fig. 4.1. Here we consider the scatter1ng for h1gher wave intensities
and higher pitch angles emphasizing the cases for which p.> 1 so that
the interaction is in the trapped mode. The Aueq Vs ¢0 curves for
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this case have the shape shown in Fig. 4.10 for aeqo = 70° and various
values of Bw. As seen from this figure and Fig. 4.4 once the trapped
mode is reached, further increase in BW results in more scattering for
all the trapped garticTes, while the general shape of the Aaeq Vs. 4,
curve stays the s%me. Note tﬁat trapped particies are those for which

¢ makes more than one oscillation. For this caﬁe of poleward motion
the trapped partfc]es all suffer a decrease in pitch angle as described
in section 2.A in connection with Figs. 4.3 and 4.4.

Owing to the characteristic shape of the Aaeq VS. ¢, curves it
is conceivable that the behavior of the sheet could besstudied by con-
sidering only one of the trapped particles, possibly the particle which
is the most stably trapped, i.e. that for which % = 0. To investi-
gate this possibility we have plotted in Fig. 4.11 the total scattering
Aaeq for the ¢0 = 0 particle versus the rms.scattering /<aa?>  where
< > denotes averaging over all initial phases. We have shown results
for initial pitch angles from 10° to 70°. For each pitch angle Aaeq
is varied by changing the wave intensity. We see from Fig. 4.11 that,
within an error of less than 10%, the Aaeq for 9o = 0° - particle and
the rms scattering are Tinearly related with a proportionality constant
of ~2. This result means that for the trapped mode the scattering of
the entire sheet of particles can be estimated by computing only the
trajectory for the most stably trapped (¢0 = 0) particle. The slight
deviation of some portion of the ueqo = 10° curve from the others is

due to the fact that the interaction is not entirely in the trapped mode

for wave intensities corresponding to that portion (see Fig. 4.4a).
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Ateq (deg)
_4)0 . . -
-7 w2 0 w2 7 '
_FIGURE 4.10 TOTAL SCATTERING AS A -FUNCTION OF WAVE INTENSITY FOR ' b

a_ = 70°. Other parameters have the values given in
“do  Table 1.
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|aagy| FOR THE ¢,=0 PARTICLE (deg)

| I { 1 L ] 1 |
4 8 12 16 20 2 32

a 28
RMS SCATTERING, v/{(Aagq)?) (deg)

+

FIGURE 4.11 |Aueq[ FOR THE MOST STABLY TRAPPED PARTICLE VERSUS RMS
SCATTERING.

In the rest of this section, we give results for the scattering of
the by = 0° particle, denoting its total pitch angle change by Aaeq.
In view of the result given in Fig. 4.11 the rms scattering should be
~-0.5 Ao .

eq

Figure 4.12 shows the phase ¢ and Aaeq in a typical trajectory
for the most stably trapped particle. For this case BW = 50 my and
Aaeq = 70°. The particle is strongly trapped in the potential well of

o} .
the wave and the phase ¢ goes through many oscillations. As the par-
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ticle moves away frdm‘the equator the stable points around which
oscillates sTowly drifts upward (due to increasing wy ) until it reaches
wf2 at :t = 320 msec. at which time the particle becomes detrapped.
During tHe time the particle is trapped, its pitch angle continuously
decrease; to a total net value of Aaeqﬂ 40° at t = 320_msec.

The ‘motion of the trapped particle can be understood by considering

the 'pendulum' equation (2.45) rewritten as

2
eB kV aw :
; W ing = Ioy + - B
o + k( - )yL sing lZWI + sz:, - 1 (4.13)
The forcing function of this equation is
7 g .
kv, |3
- i o i : \ -
G(z) = H(t) = [2% + 2%{] - , (4.14)
: ' ' . BmH‘
For particles moving away from the equator a7 continually increases

so that H{t) is an increasing function of time. In a dipole field,
for Tocations close to the equator the variation of wy is approximated

by (4.7). Using that we obtain

9
Co 3 k,vf wHov“ _ _ ,
H(t) = 2% +_2wH RZ t | (€‘15)
- eB

The'festoring force of.the 'pendulum’ is proportional to k(—aﬂﬁyl. If
the forcing function H(t) = 0 (i.e. for a homogeneous field) the bhase
¢ oséi1]ates around ¢ = C ﬁith a pefiod of t, = 2w/(5) where

Wt = k(fgﬂavi; Since %%— aﬁd g%— are both proportfonaT to sing
(see Eq. (2.46a,b) thé electron energy and pitch angle would also ascil-
late aréund 6 =0 with the same period 'tf.
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In the inhomogeneous case, however, ¢ = 0 1is no Tonger an equili-

brium value for ¢ . The equilibrium value ¢, for which $ =0, is

|
[

given-by ? '
[3 k"l] dug _ H(t) (4.16)

A 20 2z =2
If the right hand side of (4.16) varies slowly compared to tT," the
phase ¢ oscillates around this new equilibrium va]he_with a period
t = 2n/(u /coss). |

For particles moving away from the equator E; sTowly increases
with time. Initially ¢ =0 and therefore té = t,. Note that the |
particle is detrapped when ¢ = w/2 which must occur before ¢ = x/2
because of the excursions of ¢ around 4. Sincé ¢ stays close to
¢ for the trapped particles and 0 < ¢ < n/2 all trapped particles
decrease in energy (;ee Eq. (2.46a,b)) for this case. For particles

3w _
moving toward the equator —5%-< 0 and -%/2 < ¢ < 0, so that the
trapped particles increase in energy and pitch angle.

‘Note that since v, decreases (see Eg. (2.36b)})} during the inter-

aétion the restoring force weakens. The 05;111ating frequency  de-
creases in time, so that the period, té varies not only because of
varying ¢ but also because of variation of .

Note that the problem of a strongly trapped particle is completely
analogous to the case of a heavy pendulum with an applied torque <(t)
such that <{(t) is an increasing function. In that case the restoring
force is gravity instead of the wave forces and the forcing function is
(t) dinstead of H(t). The analogy is depicted in Fig. 4.12 where we
show the pendulum position at various places along the particle trajec-

tory.
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Accurate analytic treatment of the particle motion taking into
account all of these effects is only possible when H(t)té << H(t).
For that case one can use an adiabatic approximation by averaging over
one oscillation. The computer simulation of the basic equatibns of mo-
tion (2.36) accounts for all of the effects in the general case, even for
cases when ¢‘ does not go through one oscillation. An example of this
is ﬁhe particle trajectories given in Fig. 4.2. Those particles are not
trapped, but their motion is still described by (4.13) and the analogy
with the pendulum is still valid. Note from Fig. 4.12 that all aspects
discussed above, including the variation of t% due to ‘thanging v, o
are clearly visible from the computed trajectory.

With these insights into the physics of the trapped particle motion
we now survey the pitéh angle and energy scattering for different para-
meters using the ¢ = 0 particle as our standard for the complete

sheet.

Figure 4.13 shows Ao, =~ Versus a . for different wave intensities.
o

For any given wave intensity Aaeq peaks around Opq = 65°. The scat-
o _

tering for the aeqo = 80° particle is less than that for aeq0= 70°
although at first thought one might have expected a larger Aaeq. This
behavior can be understood with the aid of Eqs. (4.13) - (4.16), in con-
nection with Eq. (2.46b). From Eq. (2.46b) we see the wave induced

pitch angle changes are proportional to sing. Assuming many oscilla-

‘tions in the interaction region ¢ = § , where § is given by (4.16).‘

Examining the two terms of H{t) we find that for the parameters of

Table 1,
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|Baqq| (deg)

t I L 1 1 ! i I
20 . 40 60 80

aaqo(deg)

FIGURE 4.13 {Aaeqi FOR THE "¢0 = 0 PARTICLE VERSUS aeé FOR THREE
. o .
DIFFERENT WAVE INTENSITIES. The figure in the upper Teft
corner indicates that the interaction starts at resonance
at equator and that the particle is trapped throughout the interaction
region with v = v_. Pitch angles from the loss cone (~5°) to 85° are

considered. 'For R Goq 85° the particle energies are in the rela-

tivistic range. ‘ 0

3 kyf- _ _
'Q-Vi[>2—'— for a < 65°
Yy
and 5 o (4.17)
3 kyl
§-W|<-§5— for o > 65°

- 105 -




Therefore for o < 65° we have

du
3
CH(E) =5 (4.18)
and 3w Bw
b
¢ - o2l (4.19)
L —2 eB v, '
? k(—5)

so that for o < 65° H(t) 1is approximately independent of pitch angle
and ¢ decreases with increasing pitch angle. Therefore the distance
from the equdtor to the point where ¢ = w/2 (detrapping point) is in-
creased, therefore increasing the interaction length, LI . The interur
action length LI is defined as the distance from the equator to the

point where ¢ =r. The wave induced pitch angle scattering is given

from (2.46b} as

eB
da = l}(—mﬂjsin¢ -(%—EW) Eg%g-51"¢] dt | (4.20)

and the total pitch angle change can be obtained by integrating (4.20),

T.

I
eB '
Ay & - f [(—mw—)simp * (-% E.) 9_9_3_& sincp] dt (4.21)

2} LI
where TI is the interaction time given approximatéw by TI =f %—T‘— .
From (4.21) it is obvious that increased interaction length (or tgme)I
should result in larger pitch angle changes. Therefore for a < 65%

bogo increases with pitch angle. For .a > .65° we have

kv ow,_ _
H(t) = 5t % (4.22)
H
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and kV2 T

H dw
5 T _H
PO ZwH az = 9Z (v ) (4 23)
¢ . '03'2 : EBW 1 :
2wy ()

It is evident from (4.23) that'fof a > 65° 3 at any point during the
interaction is higher for higher pitch angles. Therefore ¢ reaches
m/2° quicker and the interac;ion'1ength is shortened, resuTting_in

smaller Ao .

Note that the above discussion is qualitative. The pitch angie and -

Vi

' from that given by (4.23) to that given by (4,19), if the Tocal pitch

change during the interaction so that the variation of ¢ could go

angle decreases below 65°. Also in (4.20) we have ignored the gdiabatic
variatfon in (2.46b). This is an additional complicating féctor espec—
ially for high pitch ang]es._ Furthermore the approximation (4.7) begins
to break down when the interaction‘1ength becores 1afge. In that case
H(t) does not vary linearly in time. Therefore decreased (increased)
¢ .does not necessarily mean smaller (larger) scattering. One other

factor that furtherlcomp11cates‘the problem can be seen from Eq. (2.46b).

COSq
v

The pitch angle change due to E% is proportional to Since v
is fixed by (2.30), resonant particles at higher pitch angles have larger
V. Since  cosa is smaller for higher pitch angles, this'effect'a1so
contributes to the decreased Aded at higher pitch angles. The results
given in Fig. 4.13 and the following figures are taken directly from-the
computer simulation which accounts for all factors. The approximate

analytical discussion given above is very useful, however, especially

for the qualitative understanding of the results.
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Figure 4.14 illustrates the B_  dependence of bogq that is par-
tially implicit in Fig. 4.13. - For each aeqo the pitch angle change in-
creases with wave intensity, until Aaeq:_qeqo' Shown in a dashed 1ine
is the extension of the variation for small wave intensities. For these
low wave amplitudes the scattering is in the linear mode. Although the
amplitude below which this occurs is dependent on aeqo, the differences
are not noticeable on the scale of Fig. 4.14. Note from this figure that
for BW S 5 my, Aaeq is again approximately proportional to BW s
although with much steeper slope than that for the Tinear mode. Also
Aaeq saturates when Aueq = aeqo. The distortion in the aeq0= 10° one
around B = 10 my 1is due to the fact that this wave intensity is not
sufficient to achieve a trapped mode (see Fig. 4.4a). The slow decrease
of Aaeq for BW > 40 my for the aeq0= 10° particle is a real effect.
This effect is due to the "Toss cone reflection effect" explained
in Appendix B. The sharp minimum of the b = 0 curves of Fig. 4.3
were also attributed to this effect (see Section 2.A).

Figure 4.15 shows the interaction length Li as a function of wave
intensity for different aeq;. For aeq05'7o° the interaction length

increases with wave intensity in the same manner as Aaeq shown in

Fig. 4.14. For Bw > 30 my, L for %oq = 80° is less than that for

I
0]
g " 70°. as expected from the discussion connected with (4.23). How-
o -
ever for Bw > 30 my the interaction length for %q = 80° is larger
i (e

that that for g = 70° although Aaeq is smaller as seen from Fig.
0

4.13. This could result from the fact that for BW > 30 my - the pitch

angle changes (or changes in v, ) during the interaction could cause ¢

to transform from a variation given by (4.23) to that given by (4.19).
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FIGURE 4.14 IAa ﬂ FOR THE 9, = 0 PARTICLE VERSUS B FOR DIFFERENT
a_ “% The dashed Tine is an extension of th¥ Tinear mode
variation for %9 small wave intensities. y

Further evidence for this is the -LI variation for ®eq = 85°. The
[0

crossover occurs at Bw =~ 50 my for this case as would be exbected since
for any given B , Aa_ for o = 85° is less than that for o = 80°
w eq eq . €q
(see Fig. 4.13). Note that the interaction length for B, =0 s
~600 km for Ooq = 10° and 250 km for %q = 85° in accordance with a

2 0 2 171/3
ndence ‘proportional to [3+0.63tan"a] "'~ as can be seen

Pitch angle depe

from (4.10). MNote that LI # z, » howeyer LI can be approximately

calculated from Eq. (4.8) by setting A¢ = w. The slight increases in
= o o — o . o .

L_. for %eq 10° at BW = 50 my and % 30° at BW 100 my " are

I
o] 0 L
due again to the "loss cone reflection effect" that is discussed in
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FIGURE 4.15  INTERACTION LENGTH, L., VERSUS B PLOTTED FOR
DIFFERENT %eq

0
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Appendix B.
The most important aspect of the result shown in Fig. 4.15 is the

fact that for all aeq , LI stays constant beyond same wave intensity.
o
This means that for wave 1nten51t1es beyond that for whach “ha aq = %q

it is not poss1b1e to reach ¢ ﬁ' point any qu1cker. It is also not

o]

possible to have Ba . equal to 'ueé; in a ShOEter distance. This i;
at first surprising since it seems from (2.46b) that higher Bw should
give larger do. However, with increaseagwave ampTlitude ;' is reduced,
therefore reducing = § through (4.16). Since da in (2.46b) is pro-
portional to BW sing the differential chahges, 1nitia1]y,'aréféb0ut
the same, resulting with the same.interaction'Tength and total scatter-
ing. | |

Figure 4.16 shows the percentage energy change (AKE) :vefsus %

for different wave intensities. The quantity AKE is defiried-as

0 ,F

Ke-Kg

E
AKg o

where I<E and KE are the initial (before 1nteract1on) and final (after
interaction) kinetic energ1es of the part1c1e We see that AKE varies
much the same way as Aueq shown in Fig. 4.13. The peak around o = 65°
could be qualitatively explained by using arguments similar to those used
for that figure. c

Note that although the percentage eneray change decreases at higher
pitch ang1es, the absolute value of‘energy change should continue to in-
crease since energy exchange occurs only through v, which is higher

at higher p1tch ang]es Th1s is illustrated in Fig. 4.17 where we pilot
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FIGURE 4,17 TOTAL ABSOLUTE ENERGY CHANGE IN ELECTRON VOLTS VERSUS
o PLOTTED FOR DIFFERENT B

.eqo

the total absolute energy change for the particle in electron volts (eV)
VETrsus aeqo for different values of B . We observe that total ab-
solute energy change increases with both B, and qeqo
Finally in Fig. 4.18 we show the wave amplitude dependence of AKE
which is implicit in Fig. 4;16, We see thét this variation is very sim-

~ ilar to that of dog, in Fig. 4.14.
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FIGURE 4.18  PERCENTAGE ENERGY CHANGE AK. VERSUS B PLOTTED FOR
DIFFERENT %eq w

o]

Note from Fig. 4.14,that, for instance, for Ooq 30° and BW =
Q

100 my Aaeq = g meaning that the particle has lost all of its

o
perpendicular energy. The initial perpendicular energy of this particle
was 25% of its total energy since vf = (vs1'n30°)2 = 0.25v2. However

Fig. 4.18 shows that the particle has lost only 8% of its total initial
energy.- That the particle's total initial perpendicular energy is not
extracted can be understood as follows: During the process of the

strongly trapped interaction Vi Vg where Ve is the local resonance
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velocity. Since Ve increases as the particle moves away from the .

equator, pértic]es parallel energy must increase during the interaction,
resulting in the extraction of less than the initially available perpen-
dicular energy of the particle. One can loosely define an energy ex-

traction efficiency as the ratio of the extracted and initially available

perpendicular energies. VFor g © 30° that efficiency is ~32%; For
agg * 70° available energy is 88%, while only ~32% is extracted for
BW = 150 my for which Aaeq = 60°. So the energy extraction ef%i—
ciency for that case is ~36%. For %eq = 10° the extﬁaction efficiency

0] .
is ~33%. Therefore we can conclude that for the values used in our

computations and approximateTy independent of pitch angle:the cyc1otron
resonance interaction is ~30% efficient in extracting the particle's
perpendicular energy. This is true regardless of the wave intensity as

long as B 1is large enough so that Ac =g . Note that in terms
W : eq eqo
of pitch angle the interaction is 100% efficient, since for any Ceaq )
' s}
a BW could be found for which aaeq; = o . Again wave intensities

eqo

beyond that one cannot do any better.

p_as an empirical criteria

- We have indicated in section 3.B that the correlation between the

pitch angle dependence of p and the variation of Aueq vS. ¢,
curves given in Fig. 4.7 was interesting and could mean that  cah

be used as an-indication of absolute :scattering for a given case as well

as a criterion for linear theory.

. . / 2
Figure 4.19 shows rms scattering < Aaeq > versus p for s
aeq = 30°, 50° and 70°. In this case  p 1is varied by varying BW. The
o]

dashed 1ine is drawn to indicate the average trend. Note that the var-
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FIGURE 4.19  rms SCATTERING v<(Aw )2> VERSUS o . The dashed 1ine
shows the average 9 trend.

iations for different %q do not deviate more than 20% from the
0 Jw

dashed line. Hence in any given problem where BW, k , _E%' and

is specified, one can compute p wusing (4.4) and find ;he rms scat-
tering from Fig. 4.19 within an error of 20%. It could be possib]é to
increase the accuracy further by multiplying by some appropriate func-
tions of pitch angle. This seems possible since comparing Figs. 4.14
and 4.19 we see that the pitch angle dependence of p brings the curves
for different aeqo together in the right direction but rather too much

probably because it is computed in terms of initial parameters and the

pitch angle significantly changes during the interaction.
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¥. PRECIPITATED FLUX FROM A FULL DISTRIBUTION OF PARTICLES

In this chapter we present an application of our simulation for the
calculation of the one-pass precipitated electron flux for a particular

case.

A. SIMULATION OF THE FULL DISTRIBUTION

The full distribution of particles is simulated by a large number of
test particles. For energetic particles adiabatically trapped in the
earth's magnetic field, the particlespopulation in every flux tube can be
represented by an equatorial distribution function feq(qleq , aeq).

From this point on we drop the subscript 'eq' for the purpose of
simplifying the text. Unless otherwise mentioned all quantities f
and o in this chapter represent equatorial values. We have chosen to
work with the distribution function in the v, -0 space as opposed to

Vea or v -V, spaces. This formulation is convenient for our simula-

tion since it directly shows the pitch angle scattering along the
axis and makes it possible to uniquely identify each v mesh point
with a resonance location through (2.30). The velocity space volume

. oo, in

element in terms of v and o s V2 Siha
i i 3

cos o

For a given field line and a given wave, only a limited portion of

dad\/‘1 dé (see Appendix C).

the total particle population represented by this distribution will re-
sonate with and hence be scattered significantly by the wave. There-

fore, in our simulation, we need only consider that 1imited portion of
the distribution function. This is the shaded area shown in Fig. 5.1a.
The a.. is determined by the loss cone. For given plasma and wave

min

parameters @ is determined by the nature of the problem. For
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FIGURE 5.1  SIMULATION OF THE DISTRIBUTION FUNCTION. (a) The general

distribution. The shaded area is the portion that will be
significantly affected by the wave. (b) Unperturbed distribution. In
this i1lustration a uniform distribution with - f( Vi s a) = 12 above the
1oss cone and f(v ”,a) = 0 in the loss cone is shown (c) Perturbed
distribution. , _ .
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example, for the computation of the one-pass precipitated flux, an

ST /2 can always be found such that for the given parametérs, par-
ticles with o > o . cannot be scattered into the loss cone at the
first encounter with the wave. On the other hand, if one wishes to con-
sider the steady state scattering problem, it is necessary to take

%y = 90° since in this case mu]tip]euscatterings can bring high pitch
ang]é particles down to the loss cone. The Vi min is determined by
the resonance velocity at the equator. Particles with paraliel velo-

cities lower than do not resonate with the wave at any point

b min
along the field line. The upper limit L is determined by the

fact that particles with higher v, resonate at points so far down the
field line that the scattering produced is less than one half of the

pitch angle mesh size used in the calculations. That is for given para-
meters we can find a i max such that the scattering for particies with

v will be negligible and need not be considered. Once the

17 Yimax
shaded area is determined, this region in the %I-a space is divided
into a number of mesh points. Each mesh point is identified with a pair
v. and o . The value of the distribution at each mesh point is

f(v ,a). Figure 5.1b illustrates such a representation of the distribu-

tion function. For purposes of illustration we have chosen a uniform

distribution with a sharp cutoff at the loss cone. The mesh sizes in -

v, and a are Av. and Ao respectively. The number density of

! i
Y

particles with parallel velocities v, + 5 and pitch angles

+ é%— is given by

W= 2m fly o)y I8 ag ay (5.1)
: CoS a
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where the factor 2z 1is due to integration over the cyclotron phase 4 .

We assume a uniform distribution in ¢. :

In our formulation each such population (v, + E;l-, ot é%) of
particles is represented by test particles with parallel velocity Vi
and pitch angle «. When the mesh sizes av, and Ac  are chosen

adequately small, the motion of these test particles acCurate1y'reprg—

AV,
sent the motion of all particles with v, + —El- and o + é%—_

Since the gyroresonant interaction is highly dependent on initial
phase we use 12 test particles uniformly distributed in ¢  for each mesh
point. In that case each test partic]e with:-inditial equatorial values

Wio; a, and a certain phase "¢, represents the population of particles

with
N
B Wio p
a =a ti (5.2)
- I
¢ =ty tys

The actual number density of particles described by (5:2) is

sina_ :
Fygoog) Vo =32  soav (5) (5.3)

o 0 Mo c053a0

AN
12

The next step is to simulate the interaction for the test pérticlei The
test particle is allowed to go through the complete interaction as des-
cribed in Chapter 3. In other words the equations of motion for the |
test particle are integrated from the point N' in the northern hemi-

V" -VR

v
R
hemisphere where e = +0.05 (see Fig. 3.25}. At the end of the inter-

sphere where ¢ = = «0.03 -till the point S' i the southern
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action the test particle has acquired a new equatorial velocity and

pitch angle, namely v _ and «. (F for final) and must now be identi-

HF F

fied with the mesh point (WlF’dF)' This in effect means that the num-

ber of particles described by (5.3) have all acquired parallel velocity
AV,

and pitch angle values in the ranges Vg f —El- and a, é%— re-

spectively. In order to conserve the ‘total number density of particles
in the system the following changes must be made in the values of the

distribution function at ( ,ao) and (w

Wlo 7o ).

_ 1
fnew(v!lo’ao) - fold(vllo’“o) T 12 fold (Vflo’uo)

) sinuF
. . Yip cos3a.
= + == D S —
fﬁew (“iF’ OLF) fold (W!F’ aF) 12 fold (Wlo’ao) 5 sina
v
o cos3a
0

Using 12 such test particles for each mesh point, and repeating the pfo-
cedure for every mesh point, we obtain the pertUrbed‘distribution.
Figure 5.1c shows an illustrative sketch of the perturbed distri-
bution. After one pass of the wave the empty loss cone of the initial
distribution is partly filled. The total number of precipitated parti-
cles and the precipftated flux can be obtained by properly integrating
the perturbed distribution over v, and «. This is done in detail

1
for the sample computation of the next section.
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B. COMPUTATION OF FLUX FOR A PARTICULAR CASE
~ As an application of the technique described above, we compute the
precipitﬁted particle flux for a particular case. The medium and wave
parameters given in Table 1 are used for diffeirent wave inténsities.
For these computations a pitch angle mesh size of 0.5 degrees is used,
with 60 mesh points in pitch angle covering from « = 0° to 30° in 0.5°
steps. Pitch angles greater than 30° were not considered because aven
for the largest wave intensity used in the calculations (B = 50 my) no
particles with a, > 30° are scattered into the loss ¢oné during one
pass through the wave. A variable mesh size in Vi is used with mesh
size increasirg wfth vy. About 85 bins in ¥y covering the rarge from
v = 1.87x10° km/sec (parallel energy ~1 keV) to v, = 6.01x10% kin/
sec (para]]e]_energy ~10 keV) were used with mesh sizes ranging from
0.1% t0 2.8%. The resonance points are at thé equator foy the 1 keV
partic1es and at 4_1-2'0.o for particles at 10 keV parallel energy (assuming
Ooq 15°). Altogether about 40,000-50,000 test particies are used for
_eachrcomputation. _ )
| The initial unperturbed qistribut{Qn is taken to be of the form
F(vea) = 2 gla) | (5.4)
S v . _
where A is a constant and g(a) s some function of pfﬁdhléﬁgle; The
enekgy variation of f(v,mf is reasonable compared to particle data
[Schie}d'and:Ffank, 19707. In our computations we consider two dif-

ferent distribution functions |

- -|g 77 L

q




(a) an isotropic distribution for which

Cgla) = di) =1 aal®
(5.5)
=0 wa<0
and
(b) an anisotropic distribution with
gla) = géa) = 0.2 sino‘za + 0.8 sin12 o a>ar®
(5.6)
=0 0‘<ulc

The two distributions have the same value at o« = 90° and they are
sketched in Fig. 5.2. Both isotropic and anisotropic distributions have
been measured in the magnetosphere [Lyons and Williams, 1975]. The par-
ticular anisotropic distribution of Fig. 5.2b was measured by Anderson
[1976] and is considered to be highly anisotropic.

Note that both distributions of Fig. 5.2 are essentially flat for
0<a<30°. In our computations Qf the precipitated flux due to one pass
thrbugh the wave we only consider particles with a<30;. Therefore for
the purposes of the computer simulation bothddistributions can be
treated as isotropic, but with different flux Tevels above the Toss :cone.

(a) isotropic case

In this case the initial unperturbed distribution is

4 .
5—5%5—9— for a >

Vi (5.7)

1c

f(\’n'sa) =

=0 for a:alc
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FIGURE 5.2 PITCH'ANGLE DEPENDENCE OF THE TWO DISTRIBUTION FUNCTIONS
USED IN THE CALCULATIONS. (a) an -isotropic distribution,
(b} an anisotropic distribution.
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With this as the input distribution, the test particle simulation des-
cribed in the last section is carried out and the perturbed distribution
is obtained. The output of this computation is the value of the per-
turbed distribution at the 30x85 = 2550 mesh points, covering from

to v, =10 v where v, = 1.9x107

k k k
m/sec is the velocity corresponding to 1 keV energy; such that

a = 0°=30° and i =V

2 .
0.5 m Vie T 1T keV.
In the following, we concentrate on the 1-2 keV total energy band.
First, in order to show the wave induced pitch angle perturbations of
the distribution function we integrate the distribution over Yy s to

obtain:
Wff? v, COSu

f(a) = 2r £y, o)y dy, (5.8)

Vn=VkCOSa

where we again assume uniform distribution over ¢.

Figure 5.3 shows the normalized distribution f(a) vs. o , for
different wave intensities. The dashed Tines show the unperturbed dis-
tribution which is isotropic above the loss cone as is clear from (5.7).
The solid lines show the one-pass perturbed distribution. Note again
that only the 1-2 keV total energy band is considered. The integral
given in (5.8) is easily carried out with the computer, using the mesh
point values f(ﬂl’a) and By, = dﬂ;° and approximating the con-
tinuous integral by a weighted sum of finite number of values of
(v, »a).

For BW = 1 my the perturbations are small and only a sma]l per-
centage of fhe particle population from the range just above the loss

cone have been precipitated. For B, = 10 my we see that the loss

- 125 -




o .
} By=50 my
i
|
|

1 1 ! L

i 1 _J
.6 8 10 12
T PITCH ANGLE, a(deg)

LOSS CONE

FIGURE 5.3 NORMALIZED PARTICLE DISTRIBUTION f(a). The dashed lines

represent the unperturbed distribution which is isotropic

in pitch angle. The solid Tines represent the one-pass .
perturbed distribution. Note that the number density in-any given range
de s equal to f(a)sinada.
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cone is partly filled with particles scattered down-frOm higher pitch
angles. As can be seen from the figure most of the particles scattered
into the loss cone driginal]y-had pitch angles in the 2-3° range just
above the Toss cone. For BW = 20 my and 50 my we observe that the
number of precipitated electrons is higher than for BW = 10 my and
there are more particles deeper into the loss cone. Also by observing
the distribution at pitch angles above the loss cone we see that con-
tributions to the Toss cone population come from a wider range of pitch
angles for higher wave intensities.

The total number density of precipitated electrons in the 1-2 keV

energy range is given by:

lc v2'v, cosa
o k

N, = 2r Flvpa) @ S0 gy gl ®(1+3sin®a )Y2] (5.9)
COS o

o WI=VkCOSa

where ulc_ is the Toss cone angle (5.5° at-equator for L = 4) and the

last factor L3(1+3s1'n2 hi)l/z is due to the convergence of the field
lines which gives a reduced flux tube cross section at the ionosphere
as compared to that at the equator. In this case A would be the lati-
tude at which the L = 4 field 1ine crosses ionospheric heights, i.e.,
A; 60°.  Note that all evaluations in the integrand are done using

i

equatorial values whereas NT is the precipitated number density at the
ionosphere. The precipitated energy deposition rate in the same range

is:
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alc /§1VkCDSari | ' ' 5 B SR -
_ 1 ‘ . v : .
Q= Zﬂf f v, ,m)v"2 s_1n§ (%m — )(v" )dv“ da[L3(1+331_n2Ai)l/2] ]

- ¢os”a - CO0STu

ot Wi*vk

C0Sa
| (5.10)

Both integrations (5.9) and (5.10) reduce ‘to finite weighted sums in our

computer formulation. ' With the perturbed distribution f(Wf’“) obtained
at the mesh points, "N, and Q are evaluated without difficulty. - For
Bw = 10 my we obtain

NT =9.5x107 A en | (5.11)

and

Q- 4.2x10710 A ergs/cm?-sec o (5.12)

where . A is the proportionality constant in (5.4) and (5.?).:

The constant A can be evaluated in terms of measured number den-
sity as follows. Assume a total number density in the 1-2 keV energy

range of Ny el/cc isotropically distkibuted in pitch angle. Then,

Com 2y |
N = 2n B \Zoinadvde ) (5.13)
e V4 _ - : .
. . 0 V=Vk.
From the above we obtain
A = 5.2x10° N_ B (5.14)

Substituting (5.14) in (5.11) and (5.12) we have
N =0.05N cm> (5.15)
T e

- 128 -




and

Q=0.2N, ergs/cmz-sec (5.16)

The above results are for BW = 10 my. Figure 5.4 shows the energy de-
position rate as a function of wave intensity. The dashed straight Tine
gives the results predicted on the basis of linear theory. The vertical
“scale on the left is normalized to |Ne]. The one on the right is nor-

malized to o the differential energy spectrum for o = 90° par-

b
ticles with ~1 keV energy. As seen from Fig. 5.4 the precipitated flux
increases with wave intensity for BW < 40 my and begins to saturate for
BW s 40 my. The variation should be compared to that of the rms scat-
tering given in Fig.'4.6.

Schield and Frank [1970] have reported measurements of Tow energy
electrons on the 0G0-3 satellite. Figure 6 of their paper indicates
number densities of 3 el/cc in the energy range 750 eV < E < 50 keV
inside the plasmapause at L = 4. Figure 4 of the same paper 1ndjcates
that number density varies as v™* with velocity (E™2 with energy).
Using this type of energy dependence we obtain Ne =1 el/cc in the 1-2
keV range. Using (5.15) and (5.16) we then have a precipitated number
density of NT = 0.05 an™> and a flux of Q = 0.22 ergs/cmzasec for
Bw = 10 my wave intensity. |

The energy deposition rate can also be expressed in terms of the

differential energy spectrum [Schield and Frank, 1970]. The differential

energy spectrum ¢ in e1/cm2-ster-sec-kev is given by

2
_ f{v,a)V vdv sinadedd
®= do  dE (5.17)
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NORMALIZED TO [Ng| (el/cm®)

ONE-PASS PRECIPITATED FLUX {ergs/cm>-sec) IN THE 1-2 keV

RANGE
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FIGURE 5.4  THE ONE-PASS PRECIPITATED FLUX IN THE 1-2 keV RANGE AS A
FUNCTION OF WAVE INTENSITY. This result is for an iso-
trop1c distribution. The vertical scale on the left gives

the flux (ergs/cm -sec) normalized to |N | where N is the electrons

per cm® in the 1-2 keV range. The one 6n the r1ght gives flux norma-
lized to |¢;| , the differential energy spectrum in e1/cm2—ster -sec-keV,
for ~1 keV e1ectr0ns at o = 90°.

- where do = sinadad¢ and dE = mvdv are the solid angle and energy

differentials respectively. In the case of an isotropic distribution

A

f(v,a) = A/v. and @& 1is the same for all pitch angles. Substituting

above we obtain

A=20 (5.18)

- 130 -

% .
>
[]
[ &)
L)
wn
]
[
o
£/ )
¥
N
£
g
Q
[+)]
o
k3
(@]
'_..
O
Ll
N
=4
<
=
o
(o]
=




where &, is the differential energy spectrum in e]/cmz-ster-sec-kev
for the ~1 keV electrons. Substituting (5.18) in (5.11) and.(5.12) we

have
_ 1A-10 -3
NT = 1.9x10 o, cm (5.19)
and

Q= 1.0x107° él ergs/cmz—sec (5.20)

for BW = 10 my- The energy deposition rate as a function of wave
amplitude is shown in Fig. 5.4, where the vertical scale on the right is

normalized to g,.

A more vecent measurement of low energy electron fluxes on the
Explorer 45 (53) satellite was reported by Anderson [1976]. For dis-
turbed pre-midnight conditions and for ~1 keV electrons with isotropic
distributions the energy spectrum ) is of the order of -~10° |
e1/cm2—ster-sec—kev. Substituting in (5.20) we obtain energy deposition

rate Q = 0.1 ergs/cmz—sec.

(b) anisotropic case

For this case the initial unperturbed distribution s given as

4

f(wl,a) = £!‘—9-2—5-—9-[[].251'n0‘2of_+ 0.8sin'?y ] for o
v,
i

lc

v
e

(5.21)
lc

A
Q

= 0 for o

12

20 + 0.8s5in%q is plotted

The pitch angle dependence g(a) = 0.2s5in®

in Fig. 5.2. For a < 30° this distribution can be approximated by
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o | . o
fly ,a) = (0.15)A £852  2¢ o4 T 30
" | | (5.22)

When the distribution given by (5.23) is used as the initial distribu-
tion in our simulation, the results should be the same as those for the

distribution given by (5.7) ‘within a factor 0.15. Therefore we Have

[

for this anisotropic case and for B =10 my,

N, = 9.48x107x(0.15)A = 1.42x107 14 an (5.23)

T

and

Q = 4.23x10729%(0.15)A = 6.35x10°1 A ergs/cm-sec (5.24)

where A is the proportiona1ity constant in {5.9) or (5.23).
" The differentia]'energy spectrum (defined in (5.17)) for the dis-

tribution given in {5.21) is:

o = o8 [0.251n0 20+ 0.8s5in'%] . . (5.25)

where E 1is the energy. Substituting E = 1 keV and o = 90°, we ob-

tain:

A=22¢ (5.26)

1

where o is the spectrum in eT/sz-sterfsec—keV for ~1 keV elec-
trons at o = 90°. That this is the same relation as (5.18) is not sur-
prising since the two distributions shown in Fig. 5.2 were chosen to
have tﬁe same value at « =-90°; Substituting {(5.26) in (5.23) and

(5.24) we have for B, = 10 my
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_ -11 -3 :
NT = 2.8x10 ¢, cm (5.27)

Q= 1.3x10-10¢1 ergs/cm’-sec (5.28)

We again use the data reported by Anderson to find absolute values
for the energy deposition rate. For -1 keV electrons with anisotropic
distributions simitar to that of Fig. 5.2, the differential energy spec-
trun for o = 90° particles ¢ = 108 emZster™tsec ke, Substi-
tuting in {5.28) we obtain Q = 1x1072 ergs/cmz-sec_.

These values show that the one-pass f]uxes in the 1-2 keV range
precipitated by a 10 my CW signal at 5 kHz can be as much:as 1x107%  to
0.2 ergs/cmz-sec depending on the anisotropy of the distribution func-

tion. Such fluxes are well within the resolution of most particle de-

tectors. The intensities approach that of a moderate aurora.

C. LEVERAGE |

As was shown in section 2.E, large pitch angle changes induced by
the wave on particles do not necessarily require a large amount ofr
energy exchénge in the cyc1otron resonance interaction.  The basib
reason for this is the fact that the wave perturbations are mainly
through the wave magnetic field which changes the direction of momentﬁm
{(i.e., pitch angle) of the particle without energy transfer.

We have shown in the previous section that energy fluxes of as
much as 0.2 ergs/cmz-sec can be precipitated by waves of 10 my intensity.
It is instructive to compare the energy density of the precipitated flux

and that of the input wave and compute the leverage involved in the

- 133 -




wave induced precipitation process.

For Tongitudinal whistler-mode propagation the wave Poynting flux

is given by B 2
[Pl=lExH, I=IE TR, 1= i8] l—fl - Iﬁj:I B | (5.29)
Using n = 5&,, (5.29) can be expressed in terms of the refractive index
as :
2 -10 2
OB - € _ 2.5x10 watts :
Pl =i, - 2300 — s ] ) )

where BW is in milligammas. For the parameters of Table 1 used for
our computations, the refractive index- n = 40 at the equator. Using
this together with a BW. = 10 my we obtain from Eq. (5.30) the wave
energy flux

[P ~6x107° watts/m?

A precipitated flux 6f 0.2 erés/tmz-sec is equivalent to an energy den-
sity of about 0.2)(10'3 watts/m2.  This shows that the leverage invelved
in this interaction is -10° or 50 dB. Therefore significant particle
fluxes can be precipitated by waves of moderate.intensity. |

The above calculations have compared the energy densities. We can
also consider the total input and output power and compute the Teverage
on an integrated basis. The Siple VLF transmitter operates with a total
radiated power ranging from 100 W to 1 kW.. Assuming that the precipi-
tated flux is distributed over an area which is 100 km in radius, .the
total precipitated power is ~1O7 watts, a factor of ~10° larger than the
radiated power. Hence the power leverage of the interaction is -50 dB.

The input power of the transmitter is -~100 kW. Since an output of
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~107 watts 1is obtained the net power gain is ~20 dB. The source of
this extra power is of course the energy of the trapped energetic par-
ticles.

Note that these numbers are only considering the 1-2 keV energy
band. The same wave will also precfpitate particles with higher ener-
gies. Therefore the total leverage and the power gain are liker to be
1arger than those computed above. Furthermore wé have implicitly assumed
that 100 kW of input power is necessary for generating a 10 my signal.
This is very 1ike]& to be an over estimate. Recent results from a
power-step (up and down) experiment using the Siple transmitter has
showed that.the same magnetospheric signals could be produced wfth lower

power levels [R. A. Helliwell, private communication].

D. IONOSPHERIC EFFECTS

In this section we investigate the effects in the nighttime iono-
sphere of the wave induced precipitation fluxes computed in the pre-
vious sections 

The precipitating electrons impinge on the Tower ionosphere, where
they produce numerous secondary electrons and create an impulsive ioni-
zation enhancement throughout the volume of the precipitation:region.

As a result the ionospheric conductivity in the same volume is also en-
hanced. The incoming electrons with higher energies penetrate to lower
altitudes and produce Bremmstrahlung x-rays which are detected by balloon
measurements .

The ionospheric density enhancements produced by an incoming flux
of electrons at a given energy can‘be roughly estimated using the re-
sults of Banks et al. [1974] and Bailey [1968]. Figure 9 of Banks et al.
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[1974] gives the ionizatioﬁ rates per unit incident flux for monoenergetic
fluxes in the range 0.42-10 keV. Bailey [1968] gives the ion pair pro-
duction rates for energies up to 150 keV.

In previous sections we have computed an energy deposition rate of
0.2 ergs/cm -sec for electrons in the 1-2 keV energy range. This flux
can be approximated as a monoenergetic beam of precipitating. electrons
of energy 1.5 keV,

The flux computation of section 7.B was done for particles with
1-10 keV parallel energy, but in that section we discussed only the
1-2 keV flux. The precipitated fiux for higher energies can also be
obtained from the same computer oufput. For .instance, in the 6.5 to .
7.5 keV range (average energy 7 keV) the flux is 6x10'2ergs/cm2-sec.
Although the simulation is carried out only up to 10 keV We can assume
Tinear theory and extrapolate to higher energies. This assuhption is
Justified since we have shown that linear theory applies for resonances
sufficiently far from the equator. Particles with paraliel energ1es -
greater than 10 keV resonate at ]atitudes:beyond 20° and Tinear theofy.
can be comfortably used. In linear theoﬁy the rms scattering is approxi-
mately proportional tql Vf— or { E)'l where E s the para1ie1 energy.
The precipitated flux is not reduced by ﬁ%-, since for the same number
density, particles with higher energy const1tute a Targer flux Extra-
polating from the computed 7 keV flux to 30 keV using Tinear theony we
obtain -~2x1072 ergs/cm -sec, in the 29.5 to 30.5 keV range.

Figure 5.5 shows the ionospheric density enhancements produced by

these three computed monoenergetic incoming fluxes with energies

1.5+0.5 keV, 7fb.5 keV and 30+0.5 keV. The density enhancements are
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FIGURE 5.5

* THREE MONOENERGETIC INCOMING FLUXES. AT 1.5, 7 AND 30 keV.
The solid 1ines represent the enhancements due to a precipitation pulse
of one second duration. The steady state due to 1.5 keV flux is also
shown.

computed assumihg a one-second duration of precipitation of these mono-
energetic beams. It is assumed that there is negligible recombination
in this brief period. We have used the results of Banks et al. [1974]
and Bailey [1968] to roughly estimate the density enhancements. We have
also given the steady state density enhancement for the 1.5 keV flux
assuming a flux of 0.2 ergs/cmz—sec is continuously impingent on the

ionosphere. For the steady state computation we have used .for altitudes
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up to 200 km, the relation

d 2

where N is the electron density, a is the vo]ume rate of product1on
of electron ion pairs and y Js the effective loss coefficient (due to
recombination and attachment) for electrons. We have used a value ofj ¥
of about 2x1077 cm3/sec in the 80-200 km altitude range [Bailey, 1968].
For altitudes above 200 km the continuity equation (neglecting dfffdj

sion) becomes

dN _
dat = g-5N

and the loss coefficient g s in the range 107%-1073¢em 3se ¢! [Park

and Banks, 1974]. These values are used in our calculationsof the steady
state flux for altitudes above 200 km

Note that a 5 kHz, 10 my wave at L = 4 will precipitate electrons
at all energies above 1 keV. We have shown in Fig. 5.5 the perturba-
tions due to only three monoenergetic components of the incoming flux.
Using a more accurate computatidn the total enhancement profile can be
obtained from an incoming precipitated flux with given energy spectkum.
Elaborate computer programs which give the ionospheric density enhance-
ments due to a givén spectrum of precipitated flux do exist and are widely
used for.studying the penetration of the auroral electrons into the at;
mosphere [waTt et al., 1969; Banks et al., 1974].

For compar1son an average typical ambient nighttime electron den—
sity profile [Hanson, 1961] is also shéwn in Fig. 5.5. These results
show that significanf perturbatfons in the nighttime electron density

over the 80-250 km altitude range can be broduced by one-second durétfon
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precipitation pulses. The perturbation caused by the 1.5 keV flux could
be measured with ionosondes. The enhancements caused by the 30 keV flux
occur at Tow altitudes and could cause detectable modifications in the
subionospheric VLF propagation [Helliwell et al., 1973]. These density
enhancements also result in significant enhancements in the ionospheric
conductivity and could conceivably give rise to miéropu]sation activity
[Bel1, 1976].

In addition to density enhancements the computed precipitétion
fluxes of 1071 ergs/cmz-sec are intense enough to cause enhanced at-

mospheric photo emission which could be measured by photometers.
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VI. CONCLUSIONS AND DISCUSSION

A. SUMMARY

We have analyzed the nonlinear gyroresonance interaction between
energetic electrons and coherent VLF waves in the magnetosphere. This
mechanism is important since it is believed to produce strong wave-
particle interactioné in the magnetosphere with large resultant pitch
angle and energy scattering of the enerﬁetic etectrons. Some examples of
coherent VLF waves which are thought to be involved in this strong non-
Tinear interaction include natural whistlers [Helliwell et al., 1973],
naturally and artificially triggered YLF emissions [Stiles and Helliwell,
19753, signals from VLF ground transmitters [Helliwell and Katsufrakis,
19747, and harmonic waves from large scale power grids [Helliwell et al.,
1975; Park, 1976]. An additional future source of coherent VLF waves in
the magnetosphere may be VLF wave-injection experiments using satellite
borne transmitters.

In our study we have focused on magnetospheric parameters appropriate

for the L = 4 field 1ine._ This is the approximate 1ocation'of the Siple
‘VLF transmitter in Antarctica, the source of much of the daia concerning
nonlinear interactions between the coherent VLF waves and energetic elec-
trons in the magnetosphere.

We have used a computer simulation of the full nonlinear equations
of motion for energetic particles interacting with a Tongitudinal whist-
ler mode wave in an inhomogeneous magnetoplasma. We have studied, in
detail, interaction of single particles, sheets of particles uniformly
distributed in phase and a full distribution of particles with a given

wave. The interaction of a full paftic1eJdistribution is studied with a
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test particle approach. In_thiS-approach, in order to estimate the per-
turbation of the full distribution, complete trajectories of sufficient
number of particies distributed appropriately in phase space are computed.
We have shown how the non11near pitch angTe scattering varies as a
funct1on of particle pitch angle, wave amp11tude cold p1asma dens1ty,
and resonance position along the magnetic field 1ine. We have compared
the nonlinear theory with the well-known linear theory and have derived
a conVenient quantftetfve criterion for'determining the appWicebflity of
linear theory in any particular case. In particﬁ]ar, our resolts-indi-
cate that nonlinear effects are significant for weve amplitudes as Tow
as 3my for a 5 kHz siona1'near the magnetic equatorial plare at L = 4.

Detailed study of the strong trapping and scattering case have shown

that significant pitcn ahg?e changes cen be induced in the energetic'

particle popu1etion. Tnese results indicate that at high wave ampli-
tudes even particTes‘wifh very high:pitch angles (5 60°) can be scat-
tered into the loss cone in a single encounter with the wave.

Our full d1str1but1on calculations show that significant precipi-
tated energet1c e]ectron f1uxes can be produced with moderate strength
VLF waves. For examp]e our results indicate that at L=4 a 10 my, 5 kHz
wave can produce a precipitated energy flux of 1-2 keV electrons of as
much as 10° ergs/cm -sec, the exact value depending upon the value of
the energetic e1ecfron distribution function near the ToSs'cone.':We
have'shown that'significant 1everage is involved in the wave induced
pantfcle pnecipftation process. Typica11y; the enekgy density of the
precipﬁtated flux is 50-60 dB higher than that of the wave. We have

computed the ijonospheric perturbations due to these precipitafed fluxes
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and have shown that significant density enhancements can be induced in
the night-time ionosphere.

In summary, we have shown that significant energetic electron pitch

angIe scattering and precipitation can be produced by coherent VLF waves

of moderate amplitude during nonlinear cyclotron resonance interactions
in inhomogeneous magnetoplasmas. This type of scattering has not pre-
vioﬁs]y been considered in the large volume of work which has appeared
in the literature over the last decade concerning energetic particle
pitch angle scattering in the magnetosphere. Although it remains to be
seen what role coherent wave scattering plays in determining the large

scale characteristics of energetic electrons in the magnetosphere, it is

clear that this type of scattering should play an important part in VLF

wave-injection experiments, both from the ground and in space.

B. MEASUREMENT OF THE PRECIPITATED FLUX

Assuming that our calculations are correct and that an energetic
electron flux of 10'1ergs/cm2-sec can be precipitated into the atmo-
sphere during VLF wave injection.experiments, the question arises as to
how this flux or the ionospheric perturbations produced by this flux can
be detected.

The most direct method of detection is to employ satellite particle
detectors. However this method has drawbacks ét both high and low alti-
tude. At high altitude near the magﬁetic equatorial plane the precipi-
tating fluxes are less intense.and the particle detectors must be directed
into the loss cone. Since the half angle of the loss cone is very small,
(~5° at L~4) thé pointing accuracy of the detector must be high and
its angular resolution must be at least equal to the Toss cone half
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angle. At low altitude (~500 km) the loss cone half angle approaches |
90° and the detector pointing accuracy and angular resolution are not
critical parameters. However the satellite velocity is high (-7 km/sec)
and the region of precipitation may be small (~100 km scale) so that the
time available for flux measurements may be severely 1jmited.

A second method involves the use of photometers at ground stations
such.as Siple Station, Antarctica, IT an experiment lasts for several
weeks, there is a good probability that the precipitation region will
sometimes be Tocated within 100 km of the transmitter. In this case en-
hanced photo emission from the atmosphere should be readily detectable

~on'the ground near .the transmitter if the precipitated flux exceeds :
0,01 ergs/cmz-sec. Recent photometer measurements at Siple Station have
shown that significant enhancements in the photometer output can be pro-
duced by precipitation induced by VLF whistler-mode noise bursts at 2-4
kHz [J. Doolittle, private commuhication].

A third method mekes use of precipitation induced modificatien of

the D region. In this effect the energet1c electrons are prec1p1tated

into the atmosphere, penetrate the D Tayer and change the properties of
the earth-ionosphere waveguide, altering their amplitude and/or phase of
VLF waves propagating over long distances (~1000 km) in the waveguide.
This type of modification has been.observed to occur because of seat-
tering of ehergetic electrons by whistlers [Helliwel et al., 1973]t It

appears that the same type of interaction should take place whether the

coherent inpUt scattering wave is a signal from a VLF transmitter, a .
natural wh1st]er or a d1screte emission. Thus wave~induced bart1c1e

prec1p1tat1on events may be detectable through this effect. Our calcu~.
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lations indicate that the flux of electrons of energy 30 + 0.5 keV pre-
cipitated by a CW input wave of 10 my amplitude and a frequency of 5 kHz
should lie in the range 1072-10"3ergs/cm?-sec, depending upon the value
of the particle distribution function near the loss cone. This flux
produces a substantial electron density enhancement be1ow.the nighttime
D layer and should lead to detectable perturbations in the VLF waves
propagating in the earth-ionosphere waveguide.

One other method of precipitation detection is high altitude bal-
loon meausrements of the Bremmstrahlung x-rays produced by the precipi-
tating electrons. Rosenberg et al. [1971] have measured one-to-one cor-
relation between VLF emissions and bursts on the balloon x-ray measure-
ments.

Additional methods of precipitation detection include riometer and

ionosonde techniques.

C. INTENSITY OF COHERENT WAVES IN THE MAGNETOSPHERE

Although we have presented our results for a wide range of wave in-
tensities we have, from time to time, stressed the resu]té for a 10 my
wave amplitude. Such a wave intensity is a reasonable estimate of the
amplitude of coherent whistler mode waves in the magnetosphere. The
evidence for this comes predominantly from high altitude satellite data.
For instance the amplitude of the navigational VLF stations NAA (17.8
kHz) and NPG (18.6 kHz) were often measured by a VLF experiment on the
high altitude satellite OGO 1 when this satellite crossed the magnetic
field Tlines linking the tramsmitters (L =3). It was found that 10 my
was a representative amplitude for the transmitter signals near the mag-
netic equatorial plane [Heyborne, 1966]. This wave amplitude was asso-
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ciated with a radiated power output of one megawatt for NAA and 1/4
megawatt for NPG. -

The amplitude of VLF waves in the magnetosphere produced by the =~
relatively Tow power {output < 1 KW) Siple Station transmitter has been
measured only once to date. On this occasion a wave amplitude of 0.3 my
was measured on the high altitude satellite IMP-6 when at a latitude of
20°S on the field lines (L - 4) Tinking the transmitter [Inan et al.,
1977a]. . Since the satellite intercepted the signal on the transmitter
side of the equator and before the signal has traveled once over the
field 1ine, it was concluded that this was an unamplified wave amplitude.
Considering the commonly observed 20-30 dB amplification of VLF signals
in the magnetosphere [Helliwell and Katsufrakis, 1974], the signal in-
tensity at the equator could be as high as 3-8 my. The amplitude of the .
naturally occurring highly coherent VLF signals known as "chorus" has
been measured on a number of satellites [Burtis and Helliwell, 1976;
Tsurutani and Smith, 1974; Taylor and Gurnett, 1968]. The amplitude of
these'quasi-coherent signa]s‘hear 5 kHz has typically been found to lie
in the range 2-20 my.' | | | | |

| Furthefmore, bécause of the high whistler mode radiation efficiéncy

of dipole ahd loop anteﬁnas at VLF frequencies.in the ionosphere and
méghetosphere [Wang and Bell, 1972], it appears possible to produce a
10 hy wave near the magnetic equatorial plane on the L = 3-5 field Tfnes
using a Space-Shuttle based VLF transmitter of 1 kilowatt radiated power.

SimiTarly a high altitude satellite based VLF transmitter of 1 | .
ki]owatt output, which operated within a few thousand km of the magnetic

equatorial plane, could be expected to produte a wave field exceeding
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100 my within 1000 km of the equatorial plane.

Thus a 10 my amplitude is representative of highly coherent VLF wave
types that are presently found, or that may be introduced in the future,
in the magnetosphere. When these waves are present, strong pitch angle
scattering of energetic electrons can be expected. Details of this scat-
tering will depend upon the spectral form of the coherent wave. Our -
present results, which are based on the assumption of a fixed frequency
wave, are meant to apply primarily to the case of VLF wave injection ex-
periments involving fixed frequency inputs near the L = 4 field Tines.
These experiments can be either ground, space station or satellite based.
However, our results can also be appiied to the case of pitch angle
scattering by chorus and whistler elements so long as the wave frequency

changes slowly with time.

D. DISCUSSION

The partiele scattering calculations presented in the main body of
this report have been carried out under the assumption that the waﬁe'
amplitude is reasonably constant over the region near the magnetic equa-
torial plane where significant scattering takes place. In other words,
our calculations do not include the effects of the electromagnetic fields
generated by the perturbed energetic particles. This assumption will be
valid if the currents stimulated in the energetic particle population by
the incident wave do not lead to significant damping or amplification of
the wave near the magnetic equatorial plane. Although Tlinear theory can-
not describe the long term behavior of our system, the initial behavior
of the system can be obtained from 1inear theory using the linear
Boltzmann-Vlasov theory [Stix, 1962; Kennel and Petschek, 1966; Bernard,

- 146 -




1973]. It should be noted that many of the observed features of wave
-growth and emission generation in the magnetosphere, especially those

that show generation of multiple frequencies and wave entrainment effects
[Helliwell and Katsufrakis, 1974; He]]iWe]T,et al., 1975; Raghuram et

al., 19771, cannot be explained by using Tinear theory. Our argument in
this section makes use of linear theory to describe the initial behavior
of the system. The following expression can be derived for the asympto-
tic spatial growth rate for longitudinally propagating whist]er'mode waves
in a homogeneous relatively cold magnetic plasma with a dilute energetic

electron component:

hY

. _ . ,
kg o= 2 (;EJ (uh-w)[1~(~%-- DAJF(v,) B -(67])

where

” 3f
Y | h .
A=F (VR)f tana =2 v d\g_
0

Flvg) =f (v sy =vev dv
0
and fh(V;-Vu) is the normalized energetic electron distribution func-

W
tion; v, = EHE- is the local resonance velocity, is the total

R
number of energetic (hot) electrons, NC_ is the total number of cold
electrons and it is assumed that Nh << Nc.

Although (6.1) is derived for a homogeneous plasma, it can be ex-
pected to hold point to point in a slowly varying plasma such as that of
the magnetosphere. When this is the case, the total amp1itude change

_ over a distance S along the magnetic field lines can be obtained by
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the relation S

B.=8, e ° ' (6.2)

where E} and E% are the initial and final wave magnetic field inten-
sities respecﬁiveTy.

Schield and Frank [1970] have reported quiet time electron fluxes
measured on the high a]titude satellite, 0G0-3, on L shells ranging from
3 to 10. During the measurements (June, July, 1966} the satellite was
located near local midnight at low magnetic latitudes.

Near L~ 4, the differential energy spectrum, ¢ , of electrons

near 90° pitch angle could be closely fitted by the relation:

§ = 108 (-2) electrons/cmz-steradian-keV-sec (6.3)

where E = T keV and E > E . If we assume that the electrons ﬁere
isotropica11y distributed in pitch angle, then we can use (6.1} and {6.3)
in conjunction with the parameters of Table 1 to determine the initial
wave attenuation rate due to the presence of these energetic electrons.

We obtain the result

k, = -2.5x10 3km t (6.4)

For commonly accepted models of the cold plasma distribution along the
earth's magnetic field lines it can be shown that the damping rate of
(6.1) remains reasonably constant over a distance of approximately

+ 4000 km about the magnetic equatorial plane near the L ~4 field line.

In this case the linear theory predicts total damping at 5 kHz of
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approximately 170 dB.

However, it can be shown [Dysthe, 1971; Palmadesso and'Schmidt,"
1971; Bud'ko et al., 19727 that the linear growth (damping) rate of
(6.1) can apply at most over a distance ST = Vp f& where 'f& is the
average trapping time of the energetic resonant particles. Assuming that
the energetic electron distribution falls off as v™*, we find {using the
parameters of Table 1) that the trapping distance has the. value S =
400 km and total wave intensity change over this distance is approximately
-9 dB. Thus during the time of its validity, linear theory predicts a
substantial wave damping due to the quiet time energetic e]ectroh fluxes.
With damping of this magnitude it can be concluded that whistlers and
other natural whistier-mode signals would not be able to propagate be-
tween hemispheres. However it is just in magnetically quiet periods
that whistler and VLF emission activity tends to peak [Carpenter and
Miller, 1976]. Thus it must be the case that quiet time energetic elec-
tron fluxes in the range 1-10 keV are generally not 1sotrogica11y dis-
tributed with respect to pitch angle. This conclusion is supported by
recent results from the Explorer 45 spacecraft which show large aniso-
tropies in energetic electron pitch angle distributions during both
quiet [Lyons and Williams, 1975] and disturbed [Anderson, 1976] periods
in the premidnight sector near L~ 4.

In the past, a number of workers [Bell and Buneman, 1964; Kennel
and Petschek, 1966; L1emohn, 1967] have attr1buted the amp11f1cat10n of
wh1st1ers and the generatTOn of VLF emissions to thch ang1e an1sotrop1es
in the energet1c electron d1str1but1on function. In fact the gaTn pre-

dicted by (6 1) can be qu1te high for moderate an1sotrop1es For ex-
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ample if the flux of Schield and Frank is assumed to have a sin2a
dependence, (6.2) predicts a total gain in wave intensity of about
100 dB at 5 kHz near L~4 (6 dB per 400 km).

Although pitch angle anisotropies may play an important role in the
amplification of whistler mode siénals and in the generation of VLF emis-
sions, the probability of observing such effects during a given quiet
period is only about 25% [Carpenter and Miller, 1976]. The lack of sig-
nificant wave-particle interactions during the remainder of the time has
been attributed by Bernard [1973] to a relaxation of the energetic elec-

tron distribution function to a state of marginal stability where, in

terms of (6.3), A z(gﬁ._ 1)1 over a wide band of wave frequency.
This retaxation may take place through the Kennel-Petschek [1966] mecha-
nism, but does not necessarily require a Targe decrease in flux to
achieve the marginally étab]e state. Thus it is possible that fluxes
such as those reported by Schield and Frank can exist in a state of
marginai stabi]ity in which injected whistler mode waves will not ex-
change a significant amount of energy with the energetic electrons.
However, under these conditions a significant scattering of electrons
into the loss cone can still take place. Thus our calculations can be
expected to apply during magnetically quiet times following magnetic
disturbances when the energetic electron distribution function has re-
laxed to a state marginally stable to injected whistler mode waves.

Our results will also be expected to apply whenever the quiet time
energetic particle fluxes are significantly less than those reported by

Schield and Frank [1970]. For instance Lyons and Williams [1975] re-

port a quiet time energetic electron flux in the premidnight sector
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which is almost two orders of magnitude lower than that reported by
Frank for the midnight'sector.‘ Using_the Lyons and Williams data in
(6.1), we find that the assumption of isotropy leads to total attenua-
tion of approximately 2 dB, while the assumption of a sin2a  aniso-
tropy leads to a total gain of approximately 2 dB. Clearly for these
flux levels, the currents stimulated in the energetic particle distri-
bution should have 1ittle effect on the wave amplitude. However it is
also clear that the precipitated flux will be smaller in these cases

where the ambient'flux Tevels are low. -

E. APPLICATIONS AND FUTURE IMPLICATIONS

One important conclusion of our study is that significant precipi-
tated particle fluxes can be induced by coherent VLF signals from ground
transmitters. The leverage involved in this interaction is very-large.
As shown in Chapter 5 the enérgy content of the precipitated7f1ux is as
much as 50-60 dB higher than that of the input wave. Thus our results
1ndicéte the possibility of controlled partic]e,precfpitation out of fhe
radiation belts. Such controlled precipitation would have many con-
ceivable applications, including the fo]?owing: |

f) Study the physics of the aurora and the lower ionosphere, by
control]ing X-ray productiqn, ionization, radiation, and recombination
processes, chemica]land.transport pfocesses, and the coupling betweeﬁ
the ionosphere and the magnetosphere.

7_11) Control the conductivity and hence the current flow in the E
and D regions of the ionosphere. It has been suggested that by.varying
such currents in a periodic mannef_ULF radiation_in the micropulsation
freqﬁency.range (1-10 Hz) could be produced {Bell, 1976]. |
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ii1) Control density enhancements in the D region of the ionosphere
and change the properties of the earth-ionosphere waveguide, causing
phase and amplitude scintillation of VLF waves in the waveguide. Thus
controlled precipitation can be used to modify the D region for the bene-
fit of VLF communication and navigation systems.

iv) The ionizing radiation from energétic particles trapped in the
earth's radiation belts degrades the performance of solar cells and other
sensitive equipment during high a]titﬁde space flights in the vicinity
of the radiation belts. For manned missions this radiation is a serious
health hazard to the crew. Controlled particle precipitation can be
used to diminish the average energy in the radiation belts by reducing
the number of trépped particles. This application requires relatively
higher wave intensities (> 50 my). For this reason a satellite trans-
mitter might be more suitable.

v) We have shown that'large changes (>20°) in particle pitch angle
can be induced by coherent VLF waves. Such pitch angle perturbations
can be measured by present satellite detectors. Thus it seems possible
to use controlled perturbations of the trapped particle distribution
function in the magnetosphere in order to study the physics of the
radiation belt partic1es.

vi) The cyclotron resonance interaction that we have studied here
will be present in a wide range of plasmas, both natural and manmade.
Thus ‘our results could aid in the understanding of laboratory plasmas
and plasma physics in general.

vii} As a very 1ohg term application, Qe can speculate that con-

trolled partic]e precipitation may one day be used to modify weather

- 182 -




processes. The precipitated flux locally heats the ionosphere and this
heat may be convected down to the atmosphere thereby”tﬁangihg the stra-
tospheric temperatﬁre and affecting the weather. Much more data con-
cerning coupling between the ionosphere and the atmosphere must be ac-

quired before the feasibility of this idea can be evaluated. '

F. SUGGESTIONS FOR FUTURE WORK ‘

We have presented a computer simulation of the compiete trajectories
of a distribution of radiation belt particies_interacting with a given
tongitudinal whistler mode wave in the mégnetosphere. We 1ist below
some possible exten;iqns of this work:

i) Iteration: In Chapter 5, we have computed the precipitated
flux from 'one pass' of the wave allowing each particle in the initial
distribution to interact only once with the wave. The result is a one-
pass perturbed distribution. One obvious straightfoward extension is to
‘iterate theqprocedure. That is, to repeat the calculations using as the
~initial distribution the one-pass perturbed distribution. Tterating
further, the time development of the precipitated flux and the distribu-
tion function can be caicuiated.. In order for this iteration to reach a
steady state the source function must be taken into consideration. Two
natural source functions are those provided by particle injection from
the tail and convective injection through radial and azimuthal drifts
(see section 2.B).

ii) Non-longitudinal propagation: In our formulation we have con-

sidered only longitudinally propagating whistler-mode waves. For waves
propagating at non-zero wave normal angles both the electric and mag-
netic fields of the wave have components'along the static magnetic field.
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In addition, the transverse polarization of the wave is elliptical

rather than circular. Therefore the equations of motion have additional
terms. Also, a non-longitudinal wave does not follow a given field Tine
and its path in the magnetosphere must be calculated by usihg ray tracing.
The results of the ray tracing must then be incorporated into the simu-
lation in order to obtain wave anq medium parameters such as wave num-
ber, wave normal and gyrofrequency along the ray path. 1In addi;ion to
first order cyclotron resonance as described by (2.30) a non-longitudinal
wave resonates with the particles in the Landau, or longitudinal reso-
nance mode when vp =V, C0S8. Since there is a non-zero parallel com-
ponent of the electric field, energy exchange between the wave and the
bartic1e can occur in this case. Furthermore there is space charge
bunching, again as a result of the parallel electric field component.

A given non-longitudinal wave will resonate with the particles in both
the cyclotron and Landau mode, as well as all other harmonic resonances,
m+km = My, 5 M= 0, +1, +2, etc. Fortunately, in the magnetosphere the
cyclotron and Landau resonance interactions are fully separable, since
the former occurs when the wave and the particles travel in opposite
directions whereas the latter occurs when the they travel in the same
direction.

The simulation of the cyclotron resonance interaction with quasi-
“Tongitudinal waves, i.e., waves which propagate more or less along the
magnefic field 1ine but with e < 30°, can be simulated with some mod-
ification to our computer program. In this case the wave path is de-

fined and the major changes occur only in the equations of motion. The

simulation of the Landau resonance interaction between a quasi-
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Tongitudinal wave and the particles requires little modification in the
program. The adiabatic dynamics of particles, the manipulation of the
distribution function and the computation of the medium parameters need
not be changed. However one must use a different set equations of .

motions.

11i) Variation of the wave frequency: . Our present program uses mono-
chromatic pulses as the wave functibn. Most of the ground transmitter
signals, although not all, and the signals induced by 1arge;sca1e power
grids are in this form [Helliwell and Katsufrakis, 1974; Helliwell et al.,
1975]. However many interesting wave particle or-wave-particle-wave
interaction phenomena seen in VLF data involve one or more waves at
different constant frequencies or one or more waves with varying fre-
quency. To study these phenomena quantitatively it is necessary to mod-
ify the program to cover the more general case of multi-component waves
with varying frequency. The required changes in the program lie in the
computation of a wave structure and appear to be straightforward in
nature. One other important application of a program using a variable
frequency wave would be to determine the optimum wave frequency varia-
tion which would extend the resonance time and optimize the precipitated
flux.  To first order, for a given wave intensity the wave frequency must
vary such that £q. (2.30) is satisfied over a Tonger distance along the

field 1ine. However the wave induced changes in particle paraliel

velocity complicate this picture. If BW is large enough {2.30) can be
satisfied over a long path for even a fixed frequency wave,
iv) Feedback: The most general solution to the problem of gyro-

resonant wave-particle interaction in the magnetosphere should include ,
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the amplification or growth of the wave, i.e. the energy transfer from
the particles to the wave.

In our studies up to this point we have assumed a wave structure
and computed the particle mechanics. This is not a very limiting assump-
tion since one could use a spatially growing wave as the wave structure
and hence indirectly account for the effect of the particies on the wave,
The spatial growth pattern could be calcu]ated in a separate analysis or
deduced from data.

The full self-consistent solution however would be a computation
which modifies the wave in accordante with the fields radiated by the
currents produced by the phase bunched particles [Helliwell and Crysté1,
1973] while they are scattered by the wave.

It should be noted that in our present program the full phase mo-
tion of all particles, which in effect gives the phase bunched currents,
is already computed. Therefore it is conceivable that the present pro-
gram can be used to find the new fields radiated by the particles. How-
ever, this must be done at each step of the interaction on a space-time
frame and the computation becomes éomp]icated. Atthough we believe that
this feedback computation could be done, with some Timitations, we think

that it regquires important modifications of the present program.
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APPENDIX A: SHAPE OF Aaeq VS. 4, CURVES

In this appendix we will present a semi-quantitative analysis aimed
at understanding the shapesvof the Aaeq vs. ¢, curves discussed in
Chapter 4. We first show that for linear theory the total scattering is
proportional to sin¢o.

" By definition, linear theory assumes that the particle scattering
can be computed using the unperturbed phase motion of the particle.
This is explained in section 2.F where we discuss the linear theory and

have derived expressions for Av_and Avl. Note that for the single

I
equatorially resonant sheet which we have considered in Figs. 4.2
through 4.9 all initial phases have the same Yo and %4y > and there-
fore the variation ¢ = f(t) as given by (2.51) is the same for ail

initial phases. Rewriting the expression (2.53a) for Y we have
T
eBW
by = (-ﬁ~0%- sin(F(t)+¢0)dt (A.1)
()

Using trigonometric identities, (A.1) can be written as

T T
eB o
By, = _fﬁ‘i v f s1'n¢0 cos[F(t)]dt + f coS 4, sin[F(t)]dt (A.2)
0 0
T | T
Since F(t) = ff(t')dt' is independent of 692 so are fcos[F(t)]dt_
T (o) .0 :

and fsin[F(t)]dt. Let

° o T
Kl =!cos[F(t)]dt, Kz. =[s1‘n[F(t)]dt (A.3)
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then

eB eB -
- ¥ 1 =¥y A%+ K2 i
av = o [K sing +K cosg 1= —£ v /K + K sin (s.+8)  (A.4)

K
Lo -1 2
where B8 tan a

Similarly by manipulating Eq. (2.53b) we obtain:

eB -
Ay = - _EE'(WI+ %) JKi + Kg sin(¢o+s) | (A.5)

-1k
Now since o = tan ~ (=) we have:

Y
2 1 fL_Aﬂl
Ao = cO0S“a (ﬁ - 2 E?[J AV (A.6)

By substituting (A.4) and (A.5) into (A.6) we obtain
Aw = C(m O,ao)sin(¢0+e) (A.7)

where C(qlo,ao) is independent of b9 and g8 . Equation (A.7)‘shows
that Aueq Vs. ¢, curves obtained using 1inear theory should have a
sinusoidal shape as indicated by Fig. 4.5. Forp < 1, the full solu-
tion of Eqs. (2.36) is closely approximated by the 1inear theory, hence
the Aaeq VS. ¢, curves are almost sinusoidal.

For o >1, the linear approximation is no longer valid. In other
words, the phase variation for different % is not the samé, since
QH' is different for different 9o Moreover, the interaction time T
is also a function of- ¢0. Therefore Eq. (A.2) cannot be further simpli-
fied and the total scattering Av for each b must be found by a

Il
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general solution of Egs. (2.36).

Although it is hardly possible to do this ana]yticéT1y, the shape
of the Aaeq Vs. ¢, ‘curves for the nonlinear case can bé_understood
qualitatively by referring to the discussion in connection with Figs.
4.2 and 4.3. The basic idea is that for p>> 1, particles with initial
phases around ¢, = 0 are trapped in the wave. For the trapped par-
ticles m = y_  and % =~ -G | since | v. >0 for particles

R R R

moving southward from the equator, G" > 0 and from Egs. (4a,b)

QL < 0. Thus Bag, < 0 for these trapped particles. TN
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APPENDIX B: LOSS CONE REFLECTION EFFECT

This appendix briefly describes what we term the "loss cone reflec-
tion effect” to which we have attributed some aspects of Figs. 4.4, 4.14
and 4.15. This effect becomes prominent for very low pitch angles and/

or high wave intensities. It is caused by that term in Eq. (2.36c)

CoSo

M

In all our computer calculations we have kept this term in the

which is proportional to BW

equations of motion. Therefore its effects are seen whenever v is
Tow enough, i.e. the pitch angle is below a few degrees. In our quali-
tative discussions however, especially those in connection with the
'pendulum' equation (2.45) we have ignored this term. In the following
we reexamine the phase variation to clearly see the effect of this term.

Assume that Bw EQ%Q is so large that ¢ 1is approximately given

1
by
‘~—(EBE)(V+E)M (8.1)
¢ = m ok A '

Rewriting Eg. (2.36b) without the adiabatic term we have
eB

Vo= - () Lyt Psing (B.2)

Dividing Eq. (B.2) by (B.1) we obtain

d .
&Y _ singde (8.3)
A cOS¢
or, integrating,
In(v, ) = -In{cosg) + constant (B.4)
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or

ﬂ_cos¢ = constant (B.5)

Eq. (3.5) shows that fbr the cases when ¢ can be approximated by fB.T),
v,cos¢ s a constant_of fhe motion. This constant of motion is a re-
duced forh of fhe genera]rone that gives the conservation of angular
moment um [Be]1,_1964]._

Note that during the course of any interactfon, especially in the
trapped mode as described in section.4.C, in which the pitch angle
(therefore yl) continuously decreases there wi]l always come a time
wherer v, is-so Tow that (B.1} would bé true. Assume this occurs at

tTme ta when v, § VLa_, and ¢ = ¢a . Then we have

V,C0S¢ = v, COS¢, (B.6)

since Jcos¢[ < 1, it is apparent that vi is bounded on the lower

end so that it cannot decrease below a value v;a Cos¢_ . Therefore

the effect of the Bw 59%%— term in Eq. (2.36c) is to effectively pre-
vent the pitch angle from reaching zero. Since ¢ continuously changes
(s(t) # 0) v, has to change also and since it is bounded on the lower 7
end, it increases. This can be seen by considering a worst case.

Assume at some t > t, +¢ = 0. In that case v,= v,, C0s¢_  and v, =
0. But & s a maximum. Therefdre' ¢ goes negative and _v# has to
increase through (B.2 and B.5). Note that once Ql becomes ppsitive
and v_L starts to increase this trend cannot be reversed. As ¢

approaches -u/2, v, increases through (B.6) and eventually the approxi-

mation (B.1) breaks down and the first term in Eq. (2.36c) takes over.
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The conclusion of the above analysis is the fo1]owing: if at any
time during the interaction v approaches zero closely enough so that
(B.1) becomes valid, it will be 'reflected’' back and increase to a value
such that (B.1) is not valid. This reflection is termed the 'loss cone
reflection effect’. An example of this effect is seen in the sharp re-
flection of pitch angle at the second minimum of the Aaeq(t) for
by = -r/3 particle the trajectory of which is given in Fig. 4.3. At

that point Aaeq = aeqo.

The slow decrease of Aaeq for the aeq0= 10° and 30° particles
for Bw > 50 my and 100 my are also due partially to this effect.
However these cases are more difficult to describe and will not be de-
tailed here.

Note that in addition to the loss cone reflection effect the

o 99%% term also changes the mode of trapping when BW is sufficiently
large. This occurs when |wH—m-k% ]ﬂ](sﬁﬂj(wk+ %J Eg%f{ so that
neither (B.1) nor (2.38) is not valid. In that case one has to use the
complete equation (2.36¢c) for % . The interaction is no Tonger analogous

to a simple pendulum with an applied torque.
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APPENDIX C: . JACOBIAN FOR f(v, ,a,4)

In this appendix we demonstrate that the velocity space volume

element in terms of v, and o

We have

-
t

L
1

-
1

The Jacobian is then

I

s

2 sing

3

COoS o
Chapter 5. The coordinate system is shown below.

(

VgV, V.

X! Yy Yz

Vipe, ¢

dadWld¢

)

v $1nacose

v sinasing

V COSa =

given by,

re
e e e e s e % o e e e e e

Sina
¥ osa

_ Sing
WICOSa

Yi
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sing

> Vy

- as used in




oV 3V 9V
X X

X
3y a3
(v v v ) | 3V. AV av
J= %y z' . 4 ¥ _3¥
8(%|,a,¢) v,  da 3¢

v av oy
L7 Z

3y, da 99
sino 1 Sing .
Py Cos¢ v, 3 cqs¢ ¥ cose Sine
cos o
Sina . 1 . Sina
= —= 51ng¢ vy sing vy COS ¢
COoSa COSzu cos
1 0 0
=y cose)(-y I.ESQG cosg) + (- leggg sing )} (- 12 sing)
COS o COS o3
i . 2 j
= v s1ng [cos®e + sin’g ] = _ﬁ §~E%—
cos~a cos o

Hence the volume element in the Vyso ¢ coordinate system is

v o= S0 g, xdv, dg
COS o
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APPENDIX D: THE COMPUTER SIMULATION

This program is a simplified version of the one used for the
computations in this report.

" The program simulates the cyclotron resonance interaction of energetic
electrons with a fixed frequency wave of constant amplitude in the
Magnetosphere.

In the following we give a listing of the program together with brief

descriptions of various sections.

INPUT PARAMETERS

F = wave frequency (degrees)

YL = L value of the field line

PHIID = Latitude at 1000 km altitude {degrees)

YNEQ = Equatorial cold plasma density (el/cc)
YLAMAX = Latitude range (see Chapter III) (Degrees)

M = Number of mesh points between - YLAMAX and Equator.

N = Number of electrons per sheet

BWEQ = Wave intensity (in milligammas)

PHIWH = Initijal phase of the first electron in the sheet (degrees)
ALPHMN, HALPHA, ALPHMX determine the initial equatorial pitch angle
for which fhe calculation is to be made.

Initial pitch angles varying from ALPHMN to ALPHMX in steps of HALPHA

are simulated. A1l three quantities are 1in degrees.
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MSTEP = Number of steps between eéch spatial step for which the
medium is stored.
DUR =  The integration is stopped when the particle is away from
resonance by an amount 100* DUR percent
PHSTOP = The interaction is not stopped until DPHI becomes larger
than PHSTOP (degrees).
STRT = The particle is introduced to the wave at a location where
it is away from resonance by an (1-STRT)* 100 percent.
ALPHAV = Avarage pitch angle of the particles to be simulated. This
is useful for the setting up of the parallel velocity mesh

of the distribution function (Degrees).

RSTSZ = The parallel velocity mesh of the distribution function is
set up in such a way that the mesh points are separated in

the corresponding resonance latitude by RSTSZ (Degrees).

NPITCH = Pitch angle mesh size for the distribution.

NVB = Number of mesh points in parallel velocity.

NPB = Number of mesh points in pitch angle.

DSTPLT = If DSTPLT is less than 1.0 the full distribution computations
‘not made.

PLT = If PLT is less than 1.0 the single particle trajectories

are not plotted.
RANGE = Pitch angle range (degrees) for the plot of single particle

trajectory.
RANGPH = Phase range (degrees) for the same plot. "
= Number of integration steps between each plotted point.

IGRSTP
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YLF, YTT, YLST determine the initial equatorial péra]]e] velocity for
which the calculation is to be made. Parai]ei velocities are
determined according to Tatitude of resonance. Partit]es with
equatorial parailel velocities such that fhey will resonate with the
wave at latitudes YLF to YTT in steps of YLST are simylated. A1

three quantities are in degrees.
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800

900

801

602

PIMENSIUN & (4000) ,wH{400C) ,VEAA (4DID),
2ALPu (90)) , PHASE (900) ,VEERE (90D} , Ve ARA (5203) ,2IH (500), & (10),
TYL% (90C) ,Lyuhiel (Y00), ‘

3uBZEH(10) , VDIFF (300) ,aLAY (01) ,1FEy(100)

DIBEDSION Fr2u(8C,40), Viihe (#)1) ,BPUCHEG(51),VIIBEY (4C1)
LOGICAL Gk (7S),duAuk, d0rbAR, VERBAR, YHULT ,PLUS, 351 (119)
LATA BLANK/1H /,UlaBhay/ M-/, VEEBAL/VHI /, YHULT /160 /L ELUS/ 1h+/
.G/ 1518 /,6S0/115*%18 7

PI=3.14159.26535

PIR=160.0/F1I

PIZ=2,0%pI

BIKZ2FI=0.5/51

FHEU=873600,0

RO=637C . -

21=737¢

H1=227, 185

H2=90u.061

H3=3606,121

READ (5,600) &,¥L,PHITD, YnEQ,YLAMAX,H

FOANAT (5F10,2,110)

WRITE(6,500) r, YL, PHID, Yhiy, YLAMAK, B

HEAD (5,500) n,Bwiy, PHLwH,ALPHNK , HALEHA ,ALPHBX, YLE, YT, YL S
FOEMAT (13,£7.2,7F10.5) :
WRITE(6,900)n,8Wiy, PHInt ,ALPHEN, HALPUA, ALPHBX, YLE , Y20, YLS
KEAD (5,801) ASTEL,DUR, EHSLOF ,STRY ,ALFHAV, RSTSL, BV, HPITCH, v b _
FOEMAY (I3,#7.3,4F10.5,11¢,F10.5,113)

WRITE(6,b60 1) MSIER ,bUs, PHSLGe,ELRY, ALPUAV ,RSTS4,NVE  HEIFCH, nil
READ {5,602) USiPLT,FLS,HBNGE,RANGPH, IGRSTP

FORMAL (4F10.2,110)
WuITE(E,5)2)DSTPLY, PLE, WANGE,LABGPH, ZGRSLP

J BF=ALPHAN /BE ITCH

JBYE=ALPHhA/HEITCH

JBSY= (AL PHuX~ALPHHN) /JHALFHA+1

PHSTOP=FHSYLOP/EIR i}

PHSTn=-PHSLUE

HPITCH=HPIiYCH/PIla

ALPHAV=ALEPHAV/PIK

YMSTEP=EniLP

YH=HN

W=F*Fi2

HE=RANGE/4 .0

SE=8C.0/ (2.0FRANGE)

HETH=cANGEL /4,0

SFPH=80.0/ (2. 0% ah NG PH)

LUR4 1=1,0- LUR

DULP1=1,0+ LUK

Y =N

BW=BWEu*0, 175927

KREU=YL*RO

Ci=1.0/YL
C2=5 E1 {C1)

PHIOR=2EC25(C2)
C3=(0.5) % (n0/ (1.7 3.05%C 1))

CY=FHE ,*CT*CI1*C1%6.,2831852

C5=5 IN(PRICGK)

C6=5URT (3.0%Co%C5+1.0)
SO=C3*{ALQG(1.?3205!£5+Cb}+1.73205¥:5*C6)
PHIIE=PI*Pulilb/180.0

Eis0=n1%*R1

C7=CC5 (PHI TR)

CB=RISL*CT®LT
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58 ZEQ=R1-B15u/REu=3.60945-10% (R Q¥REy~C3})

59 . COSYNEW/Suni((D. 9*LXP(-ZLQ/H1J*D OJ*EKP(—ALQ/hdjtD.D&*EIP(-aEu/H3)
1))

60 C10=kC/C1

51 YLARAD=YLAnAA/PIx

62 H=~YLAKAD/YH

63 KL=8+1

64 10 22 I=1,KL

65 ¥YI=I~1

66 > PHIR=YLARAD+YI*H

67 IE(I.EQe Ki) PhI&=0,0

68 C11=5In (-2 i)

65 C12=1.73205%C11

70 C13=59a) (3. 0*%C114C1141,0) ﬁ/////

71 5=C3% (ALDG (C12+4C13) +C12%C13)

72 C14=C0S (FHIE)

73 C15=C14%*C14

74 C16=C15€C15%C 13 .

75 WH (I)= (C4/C1o} *C13 :

76 Z2(I)=(50~3)*1,0E+03"

77 E=C10%C15

76 ZE=R1=R159/i~3.6094 E~10 % (s*R*C15-CB) //;7

79 > INSCO*SQRE (0. S¥EXP (~ZL/H1) +0 . I 2%EXP (~2E/H2) +0, oa*axp(-za/aann

80 C17=wH(I)}-4

81 TK=0.33357 E-05%SQ&T (W/C17) ¥1. 0E-G3I*SQRT (YN*0, 31833E+ 10)

82 VPAR {I) =C17 /YK

IF(I.EQ. 1) 60 10 22

20 IF(PHIK.Ey.G.0)G0 I0 21

22 CONYINUE

21 Kn=I
NT=2%Ki-1
EEBX=2.B4217E~-15% VEAR (1) *VPAR(Y)
IEQ=1+ (NT-1) /2

BT ALIQN OF THs HEDIUM,

i

c THE TEUDYOF wilIS SECTIGN IS IHE
C %AIPLET 2 , wH(2Z) ANL VPAR(i)=L)CAL RE3INANCE VELOCIXZY
'l
90 iBF=0
91 IBE=
92 BVII=R5TSZ/ (PLa*H)
C
C SETTING UP WHE PIYCH AKGLE AND PAKALEL VELOCITY
C LABELS OF I'HE HWESHES OF I'Hx DISTRIBUXIJIN FUNCTION.
C HNVB MESH POiINTS WITH PARALEL VELOCITIES VIIEQ(e) .
C AND NEB MESH POINYS WITH PITCH ANGLES PLCHEQ(e).
¢
93 DO 621 KSET=1,35
94 YKSET=KSET~1
g3 621 PTCHEQ (KSEY) sYKSET*HPIWCH*PIR
95 PO 620 KSEL=2,15
97 YK SET=KSLT
93 VIIEG{KSET)=VPAR (LEQ)* (1.0-0.001% (~YKSET+16})
939 IF (KSET.EQ+2}G0 TO 20 '
100 VIIBEQ(KSEL)= (VIIEy(KSEY)+VIIEQ (KSEL-1)) /2.0
101 620 COQNTINUE
102 SNSYEQ=SIN (ALPHAV) #5146 (ALEHAY)
103 DQ 622 KSEi=16,NVB _
104 LLOC=IEQ ¢+ (Koul=16)*HVII
105 ILE&==ILGCtdu+1
106 , LE (ILOC. GI. L) GO TO 761
107 YI=ILEE-1
108 YLATI=YLANAX+ YI®H*PIR
109 IF (ILPReEQ.Iby) YLATI=0.0
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110 ‘ALAT (KSET) == ¥La%I

111 ShaSQLC= Hu(lLPuJ*ShaQnQ/iH(IEu} ’
112 T VIIBQ(KSER} =Suri( (1. O-JuugLQ)*VPAu(Ib?n}‘VPARLIQPhj/(1 B-bHS¢LLl)
113 VIIpky (KSEL)® (VILEQ(KSET)+VIIEQ(KSEL=1)) /2.0
114 622 CONTINUE -
115 76% VIIBEQ(1)=C.5%VEAER(IED)
116 VIIEQ(1)=0.5%VPAk (LEG) : - :
117 8 VB=KSET-1 : : S .
118 KVBP1=NVE+1 : ,
119 VIIBEQ (2)=2.0%VIZEQ(2) ~VILIEQ(3)
120 VIIBE(kVBP 1) =VPAR(1)*1.5
121 VIIBEQ(n VD) = VPAd{1)
122 KSETH1=KSEui=2
123 Lo 760 KS=16,42ELM1
124 IE(YLF.GE. ALAT (KS}. AND, YLF, LT, ALAL(K5+1)]IBF KS
125 CTe0=Y LF~ALAT (KS)
126 ﬂ61amrumn)!Lt
128 IF{YTT GEa ,a;(xb) AND. YEL. LT.AL&I(&:+1})IBT-&S
129 CTE2=Y5T-ALAYL (KS) |
130 CTE3=ALAL (Kot 1)~y 1Y |
131 IF(IBT.EQsKSe abDs CT620 T.0763)182=K5+1 |
132 76C COMTINUE K : |
133 - IF (IBE.EQ. 0) IBL=Ko=1
134 . IF{IBF+Eu.0) I8F=KS~1
135 STPSL=YLST/(PIaxH)
136 1B5T=STPSa/BVII
C o
C ISISIALIZA®ION OF THE DISTRIBUPIUN FUNCTION. -
C IH WHIS CA-E BFEQ= & ABOVE THE LJDSS CONE AND
€ I5 ZERQ BELCW THs LUSS CONkb.
C IR .
137 IE(DSTPLY.LT.1.,0) G0 TO 614 - - : L -
138 DO 502 IBEy=2,HNVB o .
139 PO 503 JBsg=1,11
150 503 FFPEQ(IBEy,JBEQ) =0
141 DO 502 JBE=12,38
142 502 FFEQ (IBEy,uBEQ) =8
143 DO 505 JBEu=1,3%
144 FEEQ (1,4 BEQ) =0
145 505 FFEw {(KVB,JBE{) =0
146 614 CONTIBGE
C
147 DQ 701 JBEUSJBF,JBT,JBST :
148 ALPHEQ—HPI;LH*(Z G*JBEQ-1. 0)*0.
149 ‘ LNAL‘iaﬂ{ALPHEu)
150 IQLR=IEQ
151 DO 702 IsEQ=ibBF,IBT,1BST
152 VPRREQ=VIIEQ(IBEQ)
153 YEEEQ=VP AR EL*UIbAL
154 YPEQSUSVPELW*VPELY
155 VPRE3 U=V PARE*VPAREY
156 ENERGY=VEGESQ+VEFEWwQ
157 LO 401 IRF=I0Lu,NT
156 IRFEPR=~I1aFtnitl
159 VEESQ=WH (Iik Px) *V EEQSQ/WH (1EQ}
160 VPuSy=bil EH GY-VFESY
161 VPALEL=5Qa% {VPoSy)
162 IF(VrALEh.LE.(VEAA(IEEPd)*bLR;))GD ro uoz
163 4C7T Culh INUE
164 402 IQLD=IKF
165 IF {I4FeEe (KT+1)) Ink=hd
166 1=1IRF

167 VPAQ=VPALEL
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168 VEEQO=SuRT{VPESQ)

169 - IPRIKE=I
170 © IF (Leble liy) IBRINE==T¢aT+1
171 IWHAT=1
172 pa 52 J=1,n
173 L1P0LD={
174 IT0=KT
173 iF (DsiPhToLIo oD)(J\J TO 7b9
176 CSA=CO0S (AL PHEQ)
177 OL BN FC=VPAnEu*VPAREQ*SIN (ALPHEQ) /CSA®CSA#CSA
178 FFEQ{IBEQ, JBEQ) =e FEQ (IBEL,JBEQ) ~1.0 |
173 789 CUNLINUE |
C S |
£ PLOTTING hROUTINE |
C
180 IF (P1T.L14.1.0)69 To 902
181 VDIiF=(vEa0- VPAd(LPhIHb})/VP&R(IPRIHn)
182 DO 250 LHA=1,
183 YLHA=LHA
184 HRZ (LHA) =HR*Y LHA~RANGE
185 HEZPH (LHA) = {HEPH* YLHA) - KANGPH
1866 EH A=LH A*10+1
187 250 GR (WHA)=VEgbAg
188 WEITE(6,289)BWEQ,VDIF
183 249 tURMAL(1H1,'BdAVL AT BEQURTOR =',FB.,2," MILLIGAHHAS',' , VIEFF =%,
1E10.5/)
190 ARITE(6,251) (HRZPnH (LHA) ,LHA=1,7),5R
191 251 FURMAT(39X,'+++¢++ PHASE (RﬁGLE BETWEEN -BWAVE & VEERP)(DL&BLLS)'
174485 ,7(F 6.2,2X) /39%,7941,)
192 wniTE({6,252) (naZ (LHA) ,Lita=1,7),6Ga
1583 252 FOuMAT(39%,'s»$5s% ChANGE Ix EQUATUKRIAL PITCH ANGLE (DEGREES) */!
1PILCH OFFuES. FHASE LATITUDE FIME',B8X,7(Fo.2,8X) /14, (DLG) {
2 %} {DLG} (DEG)  (MSEC)',79A1) _
194 DO 254 LHA=1,7%
135 254 G& (LHA)=HURBAER
195 WRITE (6,255) Gk
197 255 FORMAL(39%,73a1)
198 DO 256 LHEA=1,7%
1939 256 Gh {LhA)=BLANK
200 GR (4 1) =VER BAR
201 502 CQNTINUE
c
202 VEA=VPAD
203 VPE=VPEQ
204 T=0.0
205 YJd=d=1
206 PHI= PHIHH/kIh+iJ*P12/lN
207 DVEA=0,0
200 L1oLpb=1
209 40> In1=1I-1
C
C INTEGRATIOM OF LEQUATIONS GF MO ION. A DIKECT SINULAILION
C OF THE EQUATIONS I5 USED.
C
210 LO 53 L1=L10LD,IN1
21 LPE=1-L1+1
212 L=LPR
213 LH1=1PR-1
214 IF{LPheGTs Iby) L=~LER+NT+]
215 IF (LPReGTs IEQ) Lit1=Le1
216 IF(PLYeLTe 1.0)60 Tu 3503
217 L12LA=(L1-1) /TGRS ZE+1
218 IF (LVYELY B Q. L1PULD) GO 20 899

219 ALPH{L1ELY) =ATAN (VPE/VPA)
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220 SNAL=SIN (ALPH (LT1FPLT))

221 EuALQH(L1£L1)'AubIN(SghT((HH(IEQ)/HH(L)}*SNAL*bNhL)]“ALPHEQ
222 : PHASE(L1PLY)=PIR%PAI '
223 Yi=i-1 . ' -
224 YLALCI=YLASAX+YI*d*pPIR
225 IF (Le EQe IEQ} Y LALI=C.0
226 YLT(LIPLYL) =YuhlI ' :
227 IF (LPheGTo IEQ) YLY {L1PLI)=-YLAYI = ' ' '
228 VPERE(LTPii)=VPE : : :
229 YPARA{LIPLT)=VYPA*1.,0E~03"
230 TIBN(LIPLT) =T*100D,0
231 VDIEF (11PLY) =VDIF*100. G/VPAR(L)
232 L1pOLD=L1PLY
233 699 CONTIH UE
234 903 COMTIBNUE
235 CHH-(hh(uﬂ1)-ﬂﬂ(u})/¥H5TEP
236 Lo 55 ED=1,M5TEP - .
237 VPYh= VgAB(L)+@(vpna(La1)-vpnn(L))/!uSTEP)*(nn-1;
238 WHHW=WH (L) +Cwd*{5D-1)
239 WHNWHM1=H H{ 1) +CAH*ND
240 Da=(%Z(Ll) =% (Lh1)) / YHNSEEP » :
281 IF (LPE.GT.IEy) D%4=~DZ ‘ : :
. 242 SHPHI=SIN (EHI) ‘ :
243 CSPHI=C3S (P HI)
244 YKNA= (WHNW=-H} /VP XN
245 C36=1.0/VPA '
246 DT=DZ*C36
247 . .C30=VPA+N/YKKA
248 C34=vpL*0, b*{HHHH-UﬂHHH1}*C36/iHRH
249 C35=LW*5 HPHI*ul
250 i . DVPE==C30%C35-C34%VPaA : : -
-281 - ‘DY PA= (C35¢+C34)%VPE R ) : ‘ . .
252 VDIF=VPaA-VPYN o .
253 LPHI=(~VDIF*YKHA)
254 DPHI=DPHI~Bw*C30%CSPHI/ VPE
255 57 DPHI=LFHI*D1 .
256 58 CONIINUE : ' .
257 T=1+DT : '
258 VPE=VPE+DVPE
259 VPA=VPA+DVERA
260 PHI=PHI+DPHI
261 55 CONTINUE
262 IF (DEHI.LT.PHSTOP,. AND, DPHI. GT-PH:IB)GD I0 53
263 YRHAT=VPA
264 IF (VWiAY LT« (DUEMI1*VEAR (1) )) GO TO 54
265 IF {VWHAT.GT. (DURP 1*VPA& (1) })) GO I'0 54
266 53 CONTINULE
<67 5% IF(LPR.LT.ZIEQ)GO TO 404
268 ITO=1Ey~ (LER-IEQ)
268 LI1GLD=L1+1
270 GO TO 405
21 404 CONTINUE
c
C EaD QF INFEGRATIQN. THE JU4PUYT D& rHIs SECTION IS THE
C LOCAL VALUES VPE AND VPA (THE PERPENDICULAR AND PARALEL
C VELOCITIES)
C
c
& CONVERSION BACK TO EQUATOLIAL V&LUES AND ADJUSMESE OF [HE
£ DISTREIBUTION FUNCRIUN.
c
272 YPESQ=VPE*VEE
273 GUTEhG=VPESQ+VEA*VPA :
274 VPELSQ=WH (1Ey} *V2ESQ/NH (L)
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275 . YPHESQSUUTENG=VPEQLY

276 VPARE W=SURT (VPKESQ)
277 VPEE=5uhT (VP ELSy)
278 ALEHNA=ATAN (VPELy/VPARN ¥)
279 DO €23 150RL=19,4VB
260 : 'IE(ananw.uh.VIIBEQ(ISOn;+1).AhD VPARNW.GYL,VIIBEY(ISOET) )30 LD 624
281 623 CQRLINUE :
282 624 IBMEw=ISUdu
263 JBh L W=ALF HAW/HPITCH+ 1
284 IF (ULNEW.L7T.1) JBNEN=1
285 IF (JBNeW.GT. nPB) JBNEW=KPB
286 IE(DSTEFLY. LT, 1,0) G0 TO 740
287 CSKA=COS (ALPHNW)
288 YWBNEC= =SVEARNW¥VPAKN WXSIN (ALPHEW) /CSNA®RCSNAXCSNA
289 FEEQ {IEN Ew, Jnunﬁj-bFEQ(Lbnbu,Jnuﬁui+UthFC/EHquL
250 780 COGNTINUE
C
c .
C PLOTITING EDUTINE FOR THE SINGLE PABFICLE TEAJECTORIES.
C . . :
291 805 IF (PLY.LT.1 0)60 0 52
292 L14i=L1-1
293 IHANCH=(L1~1) /IGRSLP+1
294 DG 93 Ia=1,1HWMCH
295 YANG=EQA LPH (IA) *EIR
296 ALPH(IA) =ALPH{Ih)*E1k
297 BNP= (YANG+RANGE) *S5F+1.0
2968 NNEPH= (PHASE (IA) + KANGPH) ¥SFPH+1, )
299 . IF(NNP.LT, 1.0UENNP.GY.79)60 T0 507
300 GR (NNP) =YW ULT
301 907 IF (MNPFH.Li+1.0R.NNPPH.G%.79)G0 10 202
302 Git (NNPPH) =PLUS
303 202 WRLILE(6,203) YANG, VDIFF (1A),PHASE(IA), YLT(IA) ,¥I¥(IA) ,GR,VPARA (IA),
T1ALEH (I4)
304 203 FORMAT (F7.1,F8,2,F9.1,Fd. 2,F8.2 7S41,F7.0,F5.2)
305 IF(NNPoLTe 1aURANE. GL. 79) G0 50 906
306 GA (hKP) =BL AMNK
307 908 IF (NWPPH, iT.1.0R. NEPPH.G1.79)G2 P) 54
308 GR(NNPFH)=GELANK
309 S GR(41)=VEnBin
310 93 CQMNTINUE
ER D] 52 I=I1uwHAT
312 702 CGNTINUE
313 701 CUNTINUE
C
C PoIBIIBG OF THE DISTRIBUTION FUNCTION.
c
314 IF (DSTPLT.1iT«1.0}6G0 T2 524
315 MRITE(6,604) (ETCHEy (KU) ,KU=1,32,2) .
316 604 FOEMAT (1H1,'EQUALTOATIAL D;SxRIBUEION FOGRCTION'/* VPARALEL (KK/SEC)
1¢,50X,"PIICH ANGLE (DEG) Y/1X,16F6, 179K, 32(' i"))
317 DO 601 IBEU=1,RVEFI '
318 IFE(IBEQ.EQ.kVBR1) GG TO 524
319 VILACE=VI1EG{IBEyY) /1000.¢
320 ' LO 605 JbEy=1,33
321 605 IFEQ (JBLY) =FFEY (IBEQ,JBEQ)
322 603 FOBHAT("X,F&.O'I'” .'33 (12" l))
323 WEILE (0, 603) VIIACT, (IFEQ (JBEQ} ,JEEQ=1, 33)
324 601 CONTINUE | )
325 524 COUTINUE
3256 STGP
327 END
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beAVE Al EUUALOa »

SLATA

5000.00 4,00
.1 -10.00 §0.00000

1 0.050 3.50000
1.00 1.00

eq € ¢ A

FIGURE D.1 Typical program output(;or the DA;A input shown on the top.
)

10.00 dilLuluaAHNAS

57450,
7.0006¢
1.00060

10,00

teeded FIASE (ANGLE BEKwiEMN =BwdVE © v:nat){unhihsap
—315.0& [

¢ VOFF =

#00.00
0.50000
8,00000

500,00

~0.00000

<250.00
E

3500 ¥ CHAhwh pa] BQUAEUBI!L PIZCH AWGLE (EEGBBES}
! 3 Q.0 2

( 13 = 10 my =6
eq
u ) Particle trajBetory.

PITCH OFF@ES. PUASE LARIZULE ILHE L FEL -5, 0d
FHIAH] A&} {LE) (DBEG}  (HSEC) | 1
~0.0  ~0.00 £0.0 2.00 Q.06
0.2 6,03 Y9.4 =0.00 T8
=0.4 0.0 87.17  =0.12 2,81
-7 0,07 04.9 -C.18 4,21
~3. % .09 B1.2 =0.24 5ib2
=11 6.10 6.0 - -~0,30 T2
-1.3 .11 .3 =0.30 Belb2
-1.3 0.12 65.4 =b.42 9.813
-1.7 Q.12 59.1 =0.4B 11,21
“Ta ¥ 0.1 52,4 ~0.04 12,03
-2.1 c. 1 5.7 -Gubl ik,03
=242 0.10 35.0 =0.66 15.43
-2.4 G .03 32.7 ~0.72 16, 84
=243 0.07 £6.8 “GoTd 18. 24
=246 Q.04 21.8 =0.08  19.04
=26 0,01 17.7 =0.90 21.04
~2.7 =-0.02 14,8 -Gi96 22,44
=és6  ~0.03 13,3  =1.02 2384
-2.8 =3.C9 13.2 -1.0u 25,24%
4.9 -0.13 .3 =118 20.85
~2.9 =0.17 16.2 =1.20 28,¢5
~3.0 -Q.21 23.4 ~t.20 25,45
3.1 ~0, 25 30.5 =-1.32 30.85
-4.2 -0,30 35,0 -1.3b6 32.25
=34 -0.34 51,0  ~1.44 33,65
=3.b 6% .0 =1.50 3. 06
=3.5 6.5 -t.56 36,46
4,0 Wi.e  =1.62 37.66
T P | 125,6 . -1.60 39,26 3
=4.3 =059 ~ 154.1 -1.74 40,66 [
=l o4 =-0.65 18646 ~-1.80¢ 42.06 ¥
4,3 -0.73 21,9 -1+ 86 43k K]
=41 =0.81 258.4 -1 92 ° 44,58
-3,9 -0.8% 295.6 ~1.98 L6, 26
=-3.7 ~0..98 334.2 =2 .08 47,67
=3,1 -1.00 315 2 =2 10 4§9.07
~3.8 ~1.13 426.4 =2, 16 50,47
=it -1.21 491,7 =2, dd 5%a7
-4.2 -1.24 530.2 =2.28 53.27
=%.4 . ~1,37 593.3 -Z.34 Si.68
-3.9 =1.47 657.2 -2, 40 56.08
~3.8 =157 7214 =240 57.48
-3,9 «1. 60 789.7 “2.52 58.09
=5.1 1,15 B66. 4 24040 60,29
-4 =-1.b4 950.5 ~2. 04 61.689
~3eF -1,95 1035.1 =270 63.09
-3.9 ~2.06 1120 4 -2,7% 64,30
4 o1 =-2.10 1213.7 ~ce b2 5,30
-4.1 -2,26 1316, 2 -2.00 £7.30
=3,9 -2.id 1418.7 ~£454 5871
=4.0 -2l 1823, 6 =3.00 7011
4.1 ~2.59 16 35.9 ~3.06 T1.51
=3.3 -2.11 17054 =312 T2.92
-4,0 , =2.83 16879.9 -3, 18 74,32
4.1 294 2011.9 =-3.24 75.13
-3.9 =-3,07 2146, 4 -3.30 771.13
-4.0 =3,19 226445 =3,36 . Th.o4
4,0 =3.37 433,08 =34z T5.94
-3.9 -3.44 2582,  -3.44 81,35
.t =d.bo K25 354 8.5 bt
-39 -3.70 2900.7 =-3,50 Hu.16 eq
~4.1 -d,u3 3075.2 =3.80 B5.96
-3,%  =3.97  3290.8 =3.72 - BE.97
“4,1 =410 W3lb -3,T7e  bo.37
=3.7 =h, 24 KLF3 N =3.u% 69,78
4.0 ~by 3 3B17,7  =3.20 91,15
=3, =B .5 4C17.9 =3. 56 92.59
~4.0 ~Qbo 4226.7 4,02 54,40
4.0 -4 81 4441.7 4,03 95.41
~31.9 =%.90 L6836 e 96401
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