SPREAD-SPECTRUM VLF REMOTE SENSING
OF THE IONOSPHERE

A DISSERTATION
SUBMITTED TO THE DEPARTMENT OF ELECTRICAL ENGINEERING
AND THE COMMITTEE ON GRADUATE STUDIES
OF STANFORD UNIVERSITY
IN PARTIAL FULFILLMENT OF THE REQUIREMENTS
FOR THE DEGREE OF
DOCTOR OF PHILOSOPHY

By
David Christopher Shafer
July, 1994



© Copyright by David Christopher Shafer 1994
All Rights Reserved

i



I certify that | have read this dissertation and that in my opinion it
is fully adequate, in scope and quality, as a dissertation for the-

degree of Doctor of Philosophy.

o

Umran S. Inan {principal advisor)

I certify that I have read this dissertation and that in my opinion it
is fully adequate, in scope and quality, as a dissertation for the
degree of Doctor of Philosophy. |

R o NefleAl

Robert A. Helliwell

I certify that I have read this dissertation and that in my opinion it
is fully adequate, in scope and quality, as a dissertation for the
degree of Doctor of Philosophy.

%2./7

}G"‘(')'—a_swaml Paulraj

Approved for the University Commitiee on Graduate Studies:

iii



To my mother and father
William H. and Polly A. Shafer

and my fiancee

Kara

v



Abstract

A novel method for the characterization of transient, localized disturbances to the lower
ionosphere, making use of the modulated Very Low Frequency (VLF) transmissions used
for communication and navigation purposes, is presented in this work. These
-disturbances - include those produced by energetic .electron precipitation - from. the
magnetosphere, which have been intensively studied for several years, and those
produced by other effects, such as localized heating above intense lightning discharges.
Radio signals transmitted for other purposes, such as the stations in the 20 to 30 xHz
range operated by the United States Navy, provide useful diagnostics of these
disturbances. These signals propagate in -the earth-ionosphere waveguide to long
distances from the transmitter, and are influenced by both ionospheric and ground
conditions along the path. A transient disturbance of the ionospheric conductivity within
a few hundred kilometers of the signal path thus appears as a transient perturbation of
the received signal. The disturbance can have a different effect on each of the frequencies
which make up the modulated signal, particularly when the receiver is near a point along
the signal path where several waveguide modes interfere destructively. Near these points,
the predicted steady-state signal strength can vary by several pe between frequencies only
200 HZ apart, and the predicted perturbation due to changing ionospheric conditions can
vary by as much as 1 B across the same range. The measurement method exploits the
finite bandwidth of these signals of opportunity (several hundred Hz in the case of most
transmitters), employing a descision-directed technique to infer the probing signal, and
using input/output analysis to estimate the transfer function of the propagation channel.
With the addition of frequency as an independent variable, a direct comparison between: .
. experimental results and theoretical models can be made. This previously unavailable
frequency dimension is explored by applying this new spread-spectrum analysis method
to a data set collected in the Antarctic; the results suggest that several effects previously
neglected in modeling lightning-associated ionospheric disturbances must now be taken
into account, including coupling of waveguide modes within the disturbance, and the
structure of the received field at the antenna. In addition, the steady-state propagation
conditions often show variations with frequency which are indicative of the existence of

several significant waveguide modes, which should further constrain ionospheric models.
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1.
INTRODUCTION

Our direct experience shows that the earth’s atmosphere is far from a steady
environment; near the surface, weather conditions can change dramatically and rapidly.
These changes are driven by thermal differences between parts of the Earth, and depend
on the presence of a substantial atmosphere. As one ascends, however, the atmosphere
thins out, and the thermal gradients which drive the weather near the surface become
smaller. Weather phenomena familiar to surface observers rarely reach altitudes greater
than 10 KM or so. At the highest altitudes attainable with aircraft and balloons, about
40 KM, “weather”, as we know it on the ground, is non-existent, and one might expect
that the -atmosphere would simply continue to thin out, and blend into the vacuum of
space.

In fact, this does not happen at all, because ionizing radiation from space, primarily
in the form of the ultraviolet light from the Sun and cosmic rays from deep space, strips
electrons from their atoms, and renders the upper reaches of the atmosphere electrically
conductive. The ionosphere and magnetosphere, as these regions are known, exhibit a
different type of “weather”, in which electromagnetic forces play a central role. The
ionosphere conventionally begins at about 60 kM, and extends up to about 500 kM. At
ionospheric altitudes, particularly the lower regions which are the concern of this work,
the rate of collisions for the free electrons is high, and chemical processes are:important.—
At higher altitudes, the collision rate drops along with the density, and the medium .
begins to be dominated by the motion of the charged particles in the Earth’s magnetic-
field; this fatter region is known as the magnetosphere.

 In the upper ionosphere and magnetosphere, it is possible to make in situ
measurements from satellites, because the atmospheric density is low enough to allow a
satellite to orbit for a reasonable amount of time. Below about 200 kM, however, the
atmospheric drag is high enough that satellite orbits decay rapidly, so that the only way to
make in sity measurements of this region is with the use of sounding rockets. These
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measurements can be important, but repetitive measurements are expensive, and it is
difficult to distinguish between spatial and temporal variations.

Fortunately, we can make use of the electrical conductivity of the lower ionosphere
to make indirect measurements, by utilizing the fact that the medium reflects low-
frequency radio waves. The frequencies of interest here are in the vLF and Lr range of the
electromagnetic spectrum, covering the ranges of 330 kKHz (VLE), and 30-300 XHZ (LF).
Radio waves at these frequencies are used for communication and navigation purposes,
and propagate over long distances, being efficiently guided in the earth-ionosphere
waveguide. Thus, they are highly sensitive to the ionospheric conditions along- their

paths, and form the focus of this work.

1.1. MOTIVATION

Interest in radio propagation in the vir and Lk bands dates back many years, and several
studies were made to characterize the propagation channel [Davies, 1990, pp. 380-399;
Field and Lewinstein, 1978; Turtle et. al., 1989]. These studies were undertaken to support
communication and navigation uses of the vLr and rr bands, and thus generally concern
the measurement or modeling of the amplitude and phase of propagation, or the
atmospheric noise, on coarse frequency and time scales. This type of approach has been
sufficient for the intended uses — the design and evaluation of vLF and LF communication
systems — but is not well suited to the study of localized and transient effects, which are of
interest here.

The earth-ionosphere waveguide constitutes a dynamic channel for the
propagation of vLF and L radio waves, since the waves are sensitive to the boundary
conditions at both the earth’s surface and the ionosphere, and the electrical

- characteristics of the ionosphere vary widely. The electron density and temperature in the~ -

by energy input from a number of sources, and the removal of the free electrons by
. attachment and recombination processes, resulting in substantial variations over many
time and distance scales. The main variation in energy input comes as a result of the
change in the flux of ionizing radiation from the sun, which causes strong diurnal
variations in the lower ionospheric layers. The solar uv energy during the daytime
increases the equilibrium ionization levels, and, particularly at the lower clevations where

the collision rate is high, the fonization levels drop soon after sunset. This diurnal

.. ionosphere result. from a balance between the ionization of neutral- atoms:and -molecules . .= =
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Figure 1. An example of Lightning-induced Electron Precipitation (LEP) events, observed
on the phase of a subionospherically-propagating vir signal originating in Hawaii, and
received at Palmer Station, Antarctica. The top two panels show the “carrier phase” of the
vLF signal at 23.3—23.5 xuz at different time scales, while the bottom panel shows the
spectrogram of the broadband viF received at the same time, displayed at the same time
scale as the middle panel. The ~s5° advances in phase, lasting ~1 second, are LEP events, and
are seen to be associated with the arrivals of magnetospheric whistlers. The ~3° dips in the
phase visible in the expanded scale are artifacts due to bit errors made in pairs by the msx
decoder.

variation is important for propagation of vLr and Lk radio waves, since these frequencies
are more sensitive to changes in the ionosphere at lower altitudes than are higher
frequencies.

At night, when the background ionization at the lower ionospheric altitudes is low;-
other energy sources can have a strong effect on the electron density and temperature at .
these altitudes. Many of these sources are transient in time, and localized in space, and
are results of complex processes occurring in near-earth space. An important example of
a transient propagation effect, which has recently emerged as an significant process in the
p region and for its coupling to the magnetosphere [e.g., Burgess and Inan, 1993], was first
observed on VLF signals propagating to the Antarctic [Helliwell et al., 1973], and is
illustrated in Figure 1. Such transient vLr perturbation events, originally named “Trimpi

Events” after the Stanford researcher who first observed the coincidence between these
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VLF signal perturbations and magnetospheric whistlers, are also referred to as LEpP
(Lightning-induced Electron Precipitation) events. These transient perturbations are
believed to be due to secondary ionization enhancements produced by bursts of
precipitating energetic electrons. The electrons are precipitated as a result of interactions
in the magnetosphere with whistler waves originating in lightning discharges (Figure 2).
LEP events have received much attention in recent years, both in the form of experimental
work [e.g., Wolf and Inan, 1990; Inan et. al., 1988b; Dowden and Adams, 1989; Smith and
Cotton, 1990), and theoretical studies {e.g., Poulsen et. al., 1993a,b; Cotton and Smith, 1991].

. Although all the vLF perturbations analyzed in this work are of this type, there are several . .. .-

other known causes for sudden changes in vir signal amplitude and phase, including
excess ionization in the p region due to intense heating from lightning flashes [Inan et.
al., 1991; 1993; Taranenko et. al., 1992], direct heating of the D region by powerful vLF, LF
and Hr transmitters [Inan, 1990; Rodriguez et. al., 1992], and heating and excess ionization
following high-altitude nuclear explosions [Allcock et. al, 1963; Helliwell and Carpenter,
1963].

An LEP event occurs when high-energy electrons trapped in the magnetosphere
interact with a whistler-mode wave launched by a lightning flash, are thereby scattered
- -out of their stably-trapped orbits, and ‘precipitate’ into the lower ionosphere. There, they
collide with the neutral constituents, and deposit their energy in the form of heat, x-rays,
ionization, and light. The source of this whistler-mode wave most commonly is the radio
wave radiated from the impulsive current contained in a lightning flash [Uman, 1987,
p- 114], but other sources are possible as well. Much of this energy remains confined to
the waveguide formed by the conducting surfaces of the Earth and the ionosphere, but
some of the energy in the viF frequencies can couple through the ionosphere, and into
whistler-mode waves in the magnetosphere [Helliwell, 1965].

In the presence of enhancements to the ionization in the magnetosphere, aligned
with the magnetic field lines, the whistler-mode wave can be guided along the field lines,.
and can.again couple through the ionosphere to the ground.in the geomagnetically .
conjugate hemisphere [Helliwell, 1965]. The whistler-mode wave is circularly polarized,
.and the index of refraction of the magnetized plasma for the whistler mode is large, so the
velocity of propagation of the wave is relatively slow (typically 0.01-0.1 ¢, where c is the
speed of light), so that it may take several seconds for the wave to propagate back to the
Earth’s surface. Furthermore, the medium is dispersive, with the lowest frequencies
having the lowest propagation velocities, and the impulse which entered the

magnetosphere is observed in the conjugate region as a falling tone spread over one
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second or so; this characteristic accounts for the name of the propagation mode, i.e., the
whistler,

While in the magnetosphere, the slowly-moving wave encounters a population of
trapped electrons, which execute a helical motion in the magnetic field. The transverse
component of this motion occurs at the gyrofrequency, ®, given by:

o ;é .

Oy =— (11)

where e is the electronic charge, B is the local magnetic field, and 1 is the electron mass
[Ramo et al,, 1984, p. 705]. The motion consists of two velocity components: v, which is
parallel to the magnetic field, and v, , which is perpendicular to the external field. The
sense of the electrons” motion is such that v/, is opposite to the direction of propagation
of the whistler-mode wave, while v, is in the same direction of rotation as the

perpendicular components of the wave electric and magnetic field. Thus, the electrons
can experience a resonant interaction with the wave, called cyclotron resonance [ Dungey,

1963}, when;
(OHE(D--k“-V“ {(1.2)

where:
® is the frequency of the whistler wave component,
Ky is the whistler wave number component parallel to the local magnetic field, and

V), 1s the parallel component of the electron velocity.

Near the geomagnetic equator, where the local magnetic field exhibits a minimum,
electrons can remain in resonance with a particular wave frequency for an extended time,
and the wave-particle interaction is most efficient for fixed-frequency signals [ Helliwell,
1970]. For whistler signals with varying frequency, the strongest interaction occurs at
points along the field line which are as much as 10-12°away (in latitude) from the equator...
(Inan et. al., 1989]. A common result of the interaction is pitch angle scattering of the
electrons, where the angular momentum of the particles are redirected due to their
interaction with the wave, and the angle between the electrons’ velocity vectors and the
magnetic field are changed. While individual electrons may have their pitch angles either
increased or decreased, there is a minimum pitch angle below which the electrons’ mirror
points will be in the lower, denser, regions of the ionosphere. Those electrons which have
their pitch angles increased will remain trapped in the magnetosphere, but some of those

which experience a pitch angle decrease will be scattered into the loss cone, which is the set
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S
e

Figure 2. Scattering of energetic electrons by a whistler-mode wave launched by lightning.
The lightning flash on the Earth’s surface releases an intense impulse of electromagnetic
energy, some of which is in the vLr region of the spectrum and can penetrate the
ionosphere and travel along the magnetic field in the whistler mode. This wave can
interact via cyclotron resonance with energetic electrons trapped by the magnetic field,
which can amplify the wave, and lower the mirror points of the electrons’ orbits. In order
to show both the ionospheric and magnetospheric events in this figure, it is not to scale.

-of pitch angles that correspond. to mirror points in the lower ionosphere. As these
scattered electrons subsequently travel down the field line, they are set to mirror at a
lower altitude, and have a greatly increased probability of collision with neutrals in the

ionosphere [Inan et. al., 1985], as illustrated in Figure 2.
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Amplitude and Phase Changes
P Under Disturbance

Figure 3. Perturbation of subionospherically-propagating vLF or L¥ signals by energetic
electrons. When electrons’ mirroring points are sufficiently lowered {for example, by the
mechanism in Figure 2), collisions with neutral ionospheric constituents cause the
electrons’ energy to be distributed into the ionosphere, and create a region of secondary
ionization. This appears to the VLF or Lr wave as a change in conductivity of the earth-
ionosphere waveguide boundary, which changes the propagation characteristics through
the perturbed region. This change in propagation characteristics.- causes the signal ... ...
observed by a suitably-located fixed receiver to undergo an-amplitude and phase change;
illustrated hereas a phase advance and amplitude decrease by the thickness and position
of the wave crests.

The incoming >100 XEV electrons carry a much larger energy than is required to
ionize neutral constituents of the ionosphere, and can create a large patch of increased
ionization at altitudes from 40—90 kM [Rees, 1963]. This excess ionization changes the
conductivity of the affected ionospheric regions, and alters the propagation

characteristics of vLr and Lr waves in regions under or near the disturbance [Galejs, 1972;
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Poulsen, 1991], as illustrated in Figure 3. It is these changes in amplitude and phase,
observed with an appropriate receiver, that contain information about the ionospheric
disturbance, and which are examined in this work.

Following the termination of the burst of precipitating electrons, the disturbed
patch of the ionosphere is no longer in equilibrium, and chemical processes
(recombination and attachment) cause the excess ionization to disappear over a period of
time [Glukhov et. al, 1992]. This loss of the excess free electrons over time leads to a
recovery of the perturbed signal levels over a period of 10-100 seconds, and accounts for
the characteristic form of the disturbance, as seen in Figure 1. The details of this recovery -
process depend on the chemistry in the D region [Glukhov et. al., 1992], and the resulting
signatures are expected to be an important source of information about the p region
[Pasko and Inan, 1994].

Previous work on LEP events and associated VLF perturbations have concentrated
on establishing the association of vLF signatures with whistlers [Carpenter and LaBelle,
1982; Inan and Carpenter, 1986] and lightning discharges [Inan et. al., 1988a; Yip et. al.,
1991], on the determination of their occurrence characteristics [Carpenter and Inan, 1987],
geographic and geomagnetic distribution {Inan et. al, 1988b; Freidel and Hughes, 1993],
and geomagnetic conjugacy [Burgess and Inan, 1990]. Especially in the light of a new
realization of the possible importance of this phenomenon for radiation belt loss
processes on a global scale | Burgess and Inan, 1993, there is a need to extract quantitative
information from the observed vir signatures of Lep events. This task requires the use of
an accurate model of the propagation of vLr waves in the earth-ionosphere waveguide,
and their scattering from localized disturbances.

In the most general case, the propagation of radio waves, and their interactions
with the surfaces of the Earth and the ionosphere, is accurately described by Maxwell’s
equations. However, it is impossible to solve the equations in closed form for realistic
boundary conditions, and we.must turn to.approximate, computer-aided methods. One -
. approach for the formulation of the propagation problem is to consider-all the possible
paths from the transmitter to the receiver, which satisfy the boundary conditions at all
- points. This leads to an infinite sum of ‘ray’ paths, though the higher-order rays
contribute less to the total solution, because they are attenuated more at each ionospheric
reflection, and travel over longer paths { Morfitt and Shellman, 1976]. This ray approach is
most workable for shorter paths, because the angles of incidence for the rays rapidly
become small for short separations between transmitter and receiver, with

correspondingly higher attenuation, so that the solution may be written in terms of only
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a few rays. However, for longer paths, many significant rays exist, and because the path
geometry must be recalculated for each transmitter-receiver separation, the ray approach
becomes cumbersome.

An alternative approach involves the expansion of the propagating wave in an
infinite sum of normal ‘modes’ [Budden, 1985]. The modes are the eigenfunctions of
Maxwell’s equations with the appropriate boundary conditions applied, so that the
propagation of a single mode (i.e., the evolution of the amplitude and phase of the mode
as it propagates along the path), in a waveguide with homogeneous boundary conditions,
can be expressed in terms of a single propagation constant. Because Maxwell’s equations "
are linear, an arbitrary input excitation can be expanded as an infinite sum of such
modes, which can then be propagated independently to the receiver, as long as any
changes to the boundary are slowly-varying, and satisfy the wks approximation [Budden,
1985]. This process is illustrated in Figure 4, which shows the variation with height of a
field component at the input to the system, and its.decomposition into a sum of two
waveguide modes. The modes propagate independently to the receiver, where they can be
summed to give the structure of the output wave. Since, in general, the attenuation (i.e,
the amplitude variation) and propagation speed (i.e., the phase variation) is different for
different waveguide modes, the complete output wave need not look like the input in
structure. Coupling between modes can occur at discontinuities (i.e., changes occurring
over distances of under a wavelength) in either the ionosphere or ground conductivity,
and can be formulated by imposing the electromagnetic boundary conditions at such
interfaces [ Morfitt and Shellman, 1976].

For long (26000 kM) propagation paths over seawater and at vLF frequencies, the
effect on the vLF signal of a disturbance in electron density, N,, can be modeled using a
single dominant waveguide mode [Inan and Carpenter, 1987]. In such cases, the received
signal perturbations are predicted to be in the form of an amplitude decrease and a phase
-advance, which qualitatively compares well with-the experimental results for-such paths .=
[ Wolf and Inan, 1990]. For paths where more than one waveguide mode is significant, the -
situation is more complex, and we must turn to computer models for predictions. Two-

- dimensional models, such as that of Tolstoy and Rosenberg [1983], can reproduce some
of the observed features, but for studies of the effects of ionization patches of finite size
and occurring in general on or off the great-circle propagation path, a full three-
dimensional model must be employed. Such a three-dimensional model of vLF earth-
ionosphere waveguide propagation was recently developed, and is utilized in this

dissertation [Poulsen et. al., 1993a, 1993b]. The model is based on the two-dimensional vLF
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earth-ionosphere waveguide propagation model known as the Long Wave Propagation
Capability (Lwrc) [Ferguson et. al., 1989].
The three-dimensional model, and the underlying 1wec code, is in turn based on
two approximations to the full solution of the modal propagation. First, the propagation
- of the waves from the transmitter to the receiver, from the transmitter to the scattering
center, and from the scatterer to the receiver, are all assumed to satisty the wxks
approximation along a finite set of path segments. That is, the paths are broken into a
finite number of “slabs”, and coupling between propagating modes is ignored, except at
. the boundaries between slabs. The slab boundaries allow variations in ground and
ionospheric conductivities (due to changes in electron density, temperature, and
magnetic field) to be taken into account. Second, the change to the refractive index in the
perturbed region is assumed small, so that the Born approximation would be applicable.
This involves the use of the unperturbed field inside the disturbance, rather than a partly-
scattered field, to determine the total field by summing the contributions of fields
scattered by each small area of the disturbed region. These assumptions are justified for
the disturbances of geophysical interest in our work, as well as for the ambient

ionospheric conditions considered here [Poulsen et. al., 1993b].

1.2. PROBLEM DESCRIPTION

To determine the electrical properties of the ionosphere, and their variations over
time, we have at our disposal several relevant tools. First, the 3-p waveguide propagation
model code described above can accurately predict, for a given set of ionospheric
parameters, the received signal amplitude and phase at any frequency. In addition, there

is available a network of vLF transmitting stations, operating in the 10-50 XHz range, with

‘radiated powers up to 1,200 Kw: These vLr transmitters exist for other purposes, typically - - -~

....navigation and communication, and the strongest signals -are- useful for these purposes.. . e

worldwide. While the transmitters employ a variety of modulation schemes, the three
types that will most concern us here are the communication transmitters employing ¥sx,
or, more commonly, Msk modulation, and the Omega navigation transmitters using a
pulsed-cw format, with each station transmitting pulses at several frequencies

sequentially.
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Ionosphere, R; =

Propagation

Ground, R, = +1

Input wave Output wave

Decomposed Output modes
input wave showing differing
(sum of two modes) attenuation

Figure 4. Illustration of the process of decomposing a wave into a sum of normal modes.
The input wave and output wave are shown schematically at the top panel. The variation
of field strength with altitude is complex, and changes as the wave propagates. In a modal
decomposition, the input wave is written as a sum of a (possibly infinite) set of normal
modes, as illustrated in the bottom panel. The normal modes propagate with only an
amplitude and phase shift if the medium is homogeneous, and linearity allows the output N
wave to be written as the.sum of the modified normal modes.

The measurement of the temporal variations in amplitude and phase of waves
which originate at a transmitter and arrive at the receiver over a given propagation path, -
can be viewed as a system identification problem, with the input consisting of a
modulated signal covering several hundred Hz of bandwidth, and a center frequency in
the 20-30 kHz range. The approach taken here involves treating the radiation,

-propagation, and reception of the modulated signal as a “gray box”, and, using the
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modulated viF signals as a probe, attempting to identify parameters of the resulting
- system model which can be directly compared with the propagation model. Assuming the
source excitation remains steady, the measured temporal variations are a direct result of
variations in the characteristics of the propagation path. The system model used for this
is llustrated in Figure s.

The receiving system is well-characterized, and is both linear and time-invariant, so
its transfer function can be transposed with the noise component additions, which
reduces the system to a known input x(¢}, followed by a linear, but slowly time-varying,
system. The system output y(¢) is formed by adding to this the noise components,.
transformed by the action of the receiver, The effects of the propagation can be isolated,
because the time scales over which significant variations occur in the ionosphere is quite
different from that of the other variations in the system. Variations in the transfer
functions of the transmitter and antenna, and of the receiver, are much slower than
variations caused by the ionospheric disturbances of interest. The time scales for these
variations is measured in hours or more, while significant transient changes in the
propagation path are seen on time scales ranging from less than a second to many
minutes.

By using the vLF probe signals, the transfer function from the modulator output to
the receiver output may be measured. The propagation model referred to earlier gives
theoretical information about the propagation effects at selected frequencies in the range
of interest. These two may be directly compared, to test and refine estimates of the
parameters which govern the vLr wave propagation, and which are of geophysical

interest.

1.3, CHAPTER DESCRIPTIONS AND CONTRIBUTIONS

This work is organized into six chapters, which describe the background of the work, the -

techniques developed for analysis, and the results of the application of these techniques to
the data set. Below are descriptions of the remaining five chapters, and a summary of the
contributions they describe.

Chapter 2 describes the theoretical background for this work, and presents results
of simulations of VLF propagation in the earth-ionosphere waveguide. The model
calculations show that, under realistic ionospheric conditions, the propagation of the vir

waves is sensitively dependent on the electron density profile in the ionosphere, and that
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Figure 5. System model used in this work. The transmitter is represented by the top two
blocks, with the unknown factors, which must be estimated from the data or elsewhere,
listed as inputs. The propagation model is the 3-p propagation code, and estimating the
-. ionospheric parameters listed as its inputs is the ultimate goal of this type of work. The
noise sources represent the additive atmospheric noise, and the receiver- model accounts-.: =
for effects in the receiver and processing, which can be measured in advance.

this sensitivity may manifest itself as a strong dependence on the wave frequency of the
signal amplitude and phase at a fixed receiver location.

Chapter 3 describes a means of using the modulated signals from vLF and iF
transmitters to probe this frequency dependence, by decoding the message information
contained in the modulated transmission, and feeding this information back to estimate

the transmitted signal. This estimate is then compared in the frequency domain to the
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received signal, resulting in a measurement of the transfer function of the propagation
channel from transmitter to receiver, over a finite frequency range, with high time

resolution. The contributions of the work described in Chapter 3 include:

e Development of a new VLF remote sensing technique, which fully utilizes the
characteristics of modulated signals to determine substantially more

information about propagation conditions than techniques currently in use.

» Introduction of frequency as an independent variable in vLF propagation
- measurements and calculations, providing additional experimental tests. for

theoretical models of geophysical effects.

Chapter 4 presents the results of a simulation of this processing, as applied to a

short, overland propagation path. The results of this simulation show that:

+ The technique described in Chapter 3, in the presence of a realistic atmospheric
noise environment, can detect multi-mode propagation and mode coupling

when these effects are important.

Chapter 5 uses the new technique to analyze a data set obtained from Palmer
Station, Antarctica, which was recorded for this purpose digitally with high bandwidth
and dynamic range. A number of LEP perturbations were recorded and analyzed, with the

result that:

e Currently available propagation models give results consistent with the largely

single-mode propagation studied.

The final Chapter of this work, Chapter 6, summarizes the above results. In
addition, since the method used to undertake this study, involving high-resolution,
broadband recording and post-analysis, is difficult to apply where large amounts of field

data are desired, the final contribution of this work is:

.- ~Consideration of the design of a field receiver implementing this technique,
which allows reduction in interference and sensitivity to transmitter conditions

compared with current designs.



2.
THEORETICAL BASIS

In order for a frequency-dependent radio diagnostic technique to yield useful
information on geophysical processes, the propagation paths and/or the scattering of
energy must exhibit discernible differences over the band of frequencies illuminated by
the transmitted signals. These differences may be due to many conditions, including the
ambient electron density profile, the ambient electron collision frequency profile, or the
perturbations from the ambient levels which occur due to electron precipitation or
heating. In this section, we investigate the frequency dependence of the propagation
characteristics of vLF signals over the roughly 300 Hz bandwidth illuminated by the
available transmitters. For this purpose, we utilize the multiple-mode, three-dimensional
model of VLF propagation in the earth-ionosphere waveguide in the presence of localized
p-region disturbances [Poulsen et. al., 1993a], hereafter referred to as the 3-p waveguide

propagation model.

2.1 MEASUREMENT OF AMBIENT ELECTRON DENSITY PROFILES

An important input to the 3-p waveguide model is the altitude profile of electron
- density and collision frequency; which must-be-specified for each:segment-aleng-the:=
propagation path. Typical values of electron density, observed at night at mid-to-low--
latitudes, are encompassed by the three different profiles in Figure 6; these representative
profiles were also used in other recent work [Inan ef. al, 1992]. With the electrical
conductivity of the ionosphere, which is a function of the electron density (N,) and
collision time (7 ), as defined, and using a tabulated data base for the conductivity of the
ground over the globe, the 3-p waveguide propagation model can be used to determine
the amplitude and phase as a function of frequency and distance along any great circle

path between a transmitter and receiver. The path chosen for our analysis is the same as

15



16 THEORETICAL BASIS
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Figure 6. Three nighttime ambient profiles of electron density vs. altitude, which have
been used in recent past work [Inan et. al, 1992], and which encompass a 1:10:100 range
over the important altitude range of 75100 xm. Profile I represents a tenuous ionosphere,
Profile IT represents a normal density, and Profile III represents an increase in density at
the reflection altitude of a factor of about ten.

that used later in Chapter 4, and runs from a fictitious transmitter at 41.5° N, 97.6° w, to a
receiver at Stanford (37.4° N, 122.2° w), operating at a center frequency of 26.0 KHzZ.

Figure 8 shows the signal strength at the receiver, as computed using the 3-»
waveguide propagation model, for the case where the density profile II shown in Figure 6
was assumed to be in effect all along the propagation path. One feature of the
. propagation, which is well-illustrated in Figure 8, is the occurrence of sharp nulls in the
amplitude of the received signal, as a function of distance from the transmitter along a-
‘great-circle path. These nulls are due to the fact that the wave energy propagates in
several waveguide modes simultaneously, and each of these modes has a different
propagation constant. If no conversion of energy from one mode to another occurred,
and the modes all had the same attenuation, the nulls would repeat every time destructive
interference occurs between two or more modes with similar amplitudes, due to
differences in the propagation constants. For vLF waves propagating in the earth-

ionosphere waveguide, the attenuation rates of different modes differ {Poulsen et. al.,
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Figure 7. Predicted signal amplitude as a function of distance along the path, for a fixed
- ambient electron density. The solid line is for a frequency of 25.85 xxz, and the dashed line
for 26.15 KHZ.

1993a], and the nulls do not appear in a simple, repetitive pattern. Even though the
attenuation of the waveguide modes differ, there are still places where two modes have
nearly the same amplitude, since certain modes having higher attenuation rates are
excited more efficiently by typical transmitting antennas. This can cause sharp nulls near
the transmitter, with a transition to a smoother characteristic as many of the modes are
attenuated with distance. The path illustrated in Figure 8 is relatively short, at about
2,100 KM, and shows nulls of various depths all along the propagation path.

Although. the difference between the predicted amplitude.at 150..Hz below .and....
- above the center frequency is only one DB or so, in many locations along this particular .
path, this difference is easily measurable over time scales of a few seconds, as will be
shown in Chapter 4. In addition, the modal interference produces numerous places along
the path where there is much greater sensitivity to frequency; for example, note the shift
in the position (Ad =20 xkm} of the null near 550 kM, and the large shift near the end of
the path at 2,100 kM. Differences in phase as a function of frequency are similar, with
deviations of several degrees over a 300 Hz frequency difference, which are also easily

measurable.



18 THEORETICAL BASIS
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Figure 8. Predicted signal amplitude as a function of distance along the path, for a fixed
frequency (26.00 xmz), and two ambient electron density profiles. The solid line is for
Profile II, and the dashed line for Profile I.

Although these differences are interesting, it is the sensitivity of these frequency
differences to the selected electron density profile which is of interest here. These ambient
density profiles, and the associated collision frequency profiles, are the result of a sum of
many complex physical processes. Some of these processes create free electrons in the
ionosphere (e.g., solar Uv and x-ray energy, cosmic rays, and precipitation of electrons
from the magnetosphere), while others remove them (e.g., chemical changes affecting

attachment and recombination processes), and measurement of the actual ambient

profiles under a variety of geophysical conditions can be expected to give information.on ... ...

the importance of these processes and the parameters governing them. In addition, the~ -~

ambient profiles themselves enter into the calculation of the importance of other
ionospheric effects, such as the heating of the ionosphere over powerful vLF transmitters.
Finally, knowledge of the ambient profiles is important for predicting those aspects of
VLF propagation of interest in communication and navigation applications. As shown in
Figure 8, for example, two different density profiles lead to quite different predictions of
the field strength as a function of distance along the path, with frequency held fixed at

26.00 kHZ; differences of as much as 15 DB are seen at some locations, with at least 5 pB
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Figure 9. Predicted signal amplitude as a function of frequency, for the nsu-to-Stanford
path. Two profiles are included; the solid line is for Profile I, and the dashed line for
Profile II.

being common at most locations along the path. While these differences as a function of
distance along the path provide another way to constrain the ambient profiles, direct
utilization of this method requires simultaneous measurements at multiple points. The
method used in this dissertation provides a means for the determination of the same
constraints from a single-point measurement.

When frequency is introduced as an independent variable, a plot of predicted signal
amplitude vs. frequency, for a set of candidate profiles, may be produced. Such a plot is
shown in Figure 9, where the predicted signal -amplitude-is shown.over a +150-Hz range...
- -around the nominal center frequency of 26.00 kHz, for two electron-density profiles. It is- .
clear from Figure 9 that an additional experimental test might now be applied to the
. ambient profile, since not only does the overall amplitude differ substantially between the
two profiles, but there is an additional measurable difference in the dependence of the
amplitude on frequency over the 300 HZ range.

A similar result may be obtained for the phase of the received signal, as shown in
Figure 10. Here, phase differences of 15°-40° are predicted, but, as will be discussed in
Chapter 3, absolute phase delay and absolute group delay cannot be measured without
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Figure 10. Predicted signal phase as a function of frequency, for the Nsu-to-Stanford path.
Two profiles are included; the solid line is for Profile I, and the dashed line for Profile II.

information about the transmitted carrier phase and bit transition times. An absolute
phase delay results in a simple phase offset, and an absolute group delay in a linear trend
of phase vs. frequency, so these must be removed from the predictions to match what is
available in the data. Since recordings were not made at the transmitter in this study, the
phase data are replotted in Figure 11, with the linear trends removed.

It is clear from Figure 11 that, even without absolute timing, the phase vs. frequency
plots are sufficiently different across the 300 Hz band of frequency to discriminate

between the two profiles.

. The 3-» waveguide model makes predictions of the received E-. and m-fields, but .. ...
normalizes the result to 1 xw of radiated power, independent of frequency, and models . -~
. the transmitting and receiving antennas as short vertical electric monopoles, using the

. techniques of Ferguson and Snyder [1980] to determine the initial excitation factors. .

Referring back to Figure s, it is apparent that the technique developed in this work
measures the transfer function from the Msk modulator output to the recorded signal
from the receiver, and therefore measures the product of three possibly significant

transfer function components: the transmitter, the propagation channel, and the receiver.
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Figure 1. Predicted measured signal phase as a function of frequency, for the nsu-to-
Stanford path. Two profiles are included; the solid line is for Profile I, and the dashed line
for Profile II. This differs from Figure 10 due to suppression of constant- and linear-phase
terms, which cannot be measured without knowledge of the transmitter’s absolute phase

and bit transition times,

The contribution of the receiver transfer function is easy to estimate, since the receiver is
accessible for direct measurement, and its characteristics do not change over the time
scales of this experiment.

The contribution from the transmitter requires more analysis to estimate, and, in
the general case, would need to be measured. However, for the present study, we can
make use of the regular properties of single-mode propagation over seawater to check the .

- validity of modeling the transmitter as a vertical electric monopole over a ground-plane;-
~as is done in the 3-p waveguide model. To do this, we can use available data (see-
Chapter 5) from the NpM-to-Palmer path, which is a long path (12,349 kM), entirely over
seawater. The propagation along this path is well-understood, and fits the predictions of a
single-mode theory quite well {Inan and Carpenter, 1987]. Because there is very little
modal interference, and since the propagation constant does not change radically with
frequency, the predicted amplitude and phase as a function of frequency are quite

smooth, so that any variations which show up must be due to antenna effects.
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Figure 12. Comparison of measured propagation channel transfer function with the
prediction, for the Npm-to-Palmer path using electron density profile II. The predictions
{shown as circles} have been normalized so the total predicted amplitude is in agreement
with the total received power, and to remove any constant phase or group delay, as
required by the measurement technique. The measured transfer function was computed
from data taken on the magnetic east-west {&/w) antenna, and is displayed as a solid line,
with the 95% confidence error range indicated by dashed lines.

The results of this comparison, in Figure 12, show that the predicted received signal
amplitude and phase match that actually observed to within the measurement error. The
nature of the measurement and its error will be discussed at length in Chapter 3, but it is

useful to note here that the measurement agrees with the prediction (for the chosen

ambient electron density profile), to within +0.2 b and +2°. The assumption outlined -

above, which treats both the transmitting and receiving antennas as short vertical electric
monopoles, was used in formulating these predictions. The good agreement between data
and model predictions indicates that this assumption is reasonable. For the remainder of

this work, we will use this assumption, unless otherwise stated.
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Predicted NSU-to-SU Perturbation for Two Spot Locations
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Figure 13. Predicted amplitude of the propagation channel transfer function perturbation,
as a function of frequency, on the Nsy-to-Stanford path near 26.0 xHz. The circles
represent the prediction for the perturbation located 500 kM from the receiver, and the
crosses the prediction for the perturbation being 1000 kM distant from the receiver.

2.2, MEASUREMENT OF ELECTRON DENSITY AND
TEMPERATURE PERTURBATIONS

Althoﬁgh the measurement of the ambient profile is of scientific interest, it is made more
-difficult by the important role played by the transmitter antenna excitation factors, which ..
are difficult to estimate in the general case.. However, ‘changes to the ambient. electron—
density and collision frequency profiles can be measured without this uncertainty,
- provided that the time scale of the changes to the density or collision frequency profiles
are sufficiently different from any time scales associated with the transmitting antenna,
and that the perturbations are not occurring too close to the transmitting or receiving
antennas. In this case, the amplitudes and phases of the waveguide modes launched by
the transmitter depend only on conditions which do not vary quickly with time. The

receiving antenna, which converts incoming waveguide modes into a signal at the
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receiver, acts similarly, and the contribution of the antenna excitation factors, although
unknown, may be assumed to be fixed, and removed from the data record.

The predictions illustrated in Figure 13 were obtained by utilizing the 3-p
waveguide model for two different density perturbations, on the 26.0 xHz Nebraska-to-

Stanford path considered earlier.

2.3. USE OF SPREAD-SPECTRUM SIGNALS AS
MULTI-FREQUENCY PROBES

From the above discussion, it is apparent that the existing theory predicts significant
differences in received amplitude and phase as a function of frequency, as either the
ambient electron density profile, or certain characteristics of the perturbation to that
profile (such as its location along the path), are varied. The performance of existing
receivers, which treat the Msk signal as if it were a cw signal in many respects, are
discussed in Chapter 4. However, the real advantage of the techniques presented here lie
in the ability to make measurements across a band of frequencies, and the comparison of
those measurements with the existing models.

There have been a few attempts to extend the existing single-frequency technology
to make measurements at two or more frequencies. All of these efforts have used a two-
frequency approach, which essentially uses two receivers, one tuned to each of the two
main sidebands generated when an Msk signal is run through a frequency-doubling
operation to generate an FsK signal (see Chapter 4). In this manner, it is possible to use
MSK signals to measure perturbations in group, as well as phase, delay, provided that a
model consisting solely of phase and group delay is adequate for representing the

propagation (see Chapter 4 for a discussion of this approach).

The first use of the two-frequency technique in the literature appears to be.in 1981, . ..

- when it was applied to magnetospheric studies {Thompson, 1981]. In this study, the ... ...

subionospheric VLF signal was assumed constant, and removed from the analysis, in
order to focus on the {(much weaker) long-delayed signals resulting from propagation in
the ducted whistler mode. The Msk coding was demodulated only to examine the residual
whistler-mode signal, and frequency spread of the Msx signal was not directly addressed.
Nevertheless, this technique allowed the accurate determination of several important

properties of whistler ducts.
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Dowden and Adams (1989, 1992] have applied the two-frequency technique to the
measurement of group delays on subionospheric signal perturbations. Although not
noted in the paper, their method only applies to cases where significant inter-symbol
interference (1s1) is not present. In such cases, the two-frequency method does indeed
give an accurate measurement of the phase- and group-delay perturbation. The Dowden
and Adams papers do not indicate whether the amount of 1s1 was monitored, although
this information is in principle available from the msx discriminator. Hence, it is not
clear whether the data presented are truly a measurement of the best-fit phase and group...
delays.

Finally, the Omega navigation system has been used to measure the perturbations

to the electron collision frequency profile, with low time resolution [Barr et. al., 1985].






3.
PROCESSING ALGORITHMS

Since the primary purpose of viF transmitters is to transmit data, the effects of this
modulation on the received signal must be considered, and used in the analysis, in order
to measure the transfer function of the vir propagation channel. To do this, we must
know the type of modulation employed, any parameters employed in the modulation,
such as bit rate and carrier phase, and the data being transmitted. In analyzing the
characteristics (e.g., usable bandwidth) of various modulation schemes, some of the
modulation parameters are often taken as unknowns, and treated as random variables,
and the data transmitted are treated as samples from a random process. It is important to
note, however, that in the case of any real measurement, the transmitted signal
constitutes a single realization or sample function of this random process.

By treating the transmitted data bits as samples from a random process with known
statistics, we can calculate the power spectral density {psp) of the modulated signal. For
this calculation, the data bits are assumed to be equiprobable, independent, and
identically distributed, so that the resulting psp is determined solely by the characteristics
of the modulation method. Of the many digital bandpass modulation methods, three are
commonly used in the vLF range: continuous wave (cw), frequency-shift keying (rsk),
and minimum-shift keying (Msk). cw, in the ideal case, transmits no data at all, and the
cw signal consists simply of a single sine wave, extending:at ‘constant-amplitude -and--
phase from #=—ec to t=+oo, In practice, cw is a good approximation to those
transmissions which have very small bandwidths (i.e, constant-frequency pulse with
‘durations much longer than one period), such as those of the Omega navigation system.
* The psp of a cw process is simply a pair of delta functions at ., where f, is the carrier
frequency, as shown (for positive frequencies only) in the left-hand panels of Figure 14. If
we take the squared magnitude of the transform of any sample of such a process, we
obtain a so-called periodogram, which converges to the psp as the sample length tends

toward infinity, since no randomness is involved.

27
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Figure 14. Common vi¥ modulation methods. The top panels show the power spectral
density (psp) of the three common modulation methods, while the bottom panels
illustrate the finite-time transform of a particular realization of the underlying random
process. The frequency axes are linearly scaled and zero-suppressed, and would apply, with
appropriate scaling, to any combination of bit rate and carrier frequency. These plots
cover 500 Hz from the carrier, and were generated with a carrier frequency of 10 Kz,
and a frequency deviation of +50 1z (bit rate of 100 bps for sk, and 200 bps for Msk).

For any signal modulated in a non-trivial manner, however, the periodogram does

not converge to the psp as the length of the data examined increases. This is illustrated in

the center- and right-hand panels of Figure 14, where the difference between the pspand = -~

the finite-time spectrum is apparent. If longer sequences are used in computing the -~

periodogram, the frequency resolution becomes finer, but the variance does not decrease.
The longer periodograms can be smoothed {Oppenheim ¢ Schaefer, pp. 548—549], to yield
- a better estimate of the psp, but of interest here is the fact that all the “noise” apparent in
the lower panels of Figure 14 is a consequence of the particular bit sequence transmitted.
If the modulation method, the bit sequence, and the other relevant parameters such as
carrier phase, are all known, then the transmitted waveform, and hence its spectrum, is

completely known.
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3.1. FSK SIGNALS

When the modulation employed is coherent binary sk, the psp may be derived by

writing the transmitted signal as an infinite sum of pulses at two frequencies, at @, ®,:

x(t)=AY cos(@t+b, + ) plt—k/1,) (3.1)
f=—co
where:
x() is the transmitted signal
A is the transmitted amplitude,
®, =271, is the carrier frequency,
¢, is the carrier phase,
W, = 27f, =11, is the frequency offset from the carrier,
t are the message bits (1),
% is the bit rate, and
pl)=u(t)—ult— 1;,'1) is a one-bit pulse of unit amplitude.

An expansion of (3.1) into in-phase and quadrature (1 and Q) components yields:

x(t)=cos(@.t+¢,) Acos(mnt)+
sin ((Oct+¢c) . Az(_l)kak Sill[TCTb (t—k/?jj)]p(f—klfb) (32)
k

The 1 component is simply a coherent cosine function, which has zero mean, and the q
component is a series of half-sine pulses, whose signs depend on the message bits a,. As
long as the a; are equiprobable +1, the @ component will also have zero mean, and the 1
and Q components will be independent, since the sine and cosine functions are
orthogonal over complete half-cycles. Under this assumption, the 1 component produces
‘a pair of impulses .in the lowpass-equivalent. spectrum,.offset:- by. +%,/2,. and the q..

- component provides all the message-modulated-component [ Carlson; 1986, p. 520]: - ===

2
Go(f)= i{sinci:-%!—a.F sincy}

(3.3)

4 | cos(mf /1) ’
T | 2f 15)0 -1
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This psD is illustrated in the top-center panel in Figure 14, while the panel below it
gives the transform of an actual bit sequence generated with this coherent binary sk
modulation. A receiver attempting to measure the amplitude and phase of such a signal
can do so by measuring the amplitude and phase of either or both of the impulse

components, since these are always transmitted with coherent rsx, and do not depend on - -

the message bits being sent. Since the phase may be measured at two frequencies, the

group delay, as well as the phase delay, of the propagation channel may be measured.

In practice, such a measurement suffers from two drawbacks: First, as a practical - -

- matter, it is impossible to suppress the information-carrying, modulated, portion.of.the . ...

FSK signal, without also affecting the measurement of the amplitude and phase of the
carrier component, and any tradeoff which narrows the measurement bandwidth to
reduce the message modulation reduces the time resolution in direct proportion. Second,
when the propagation channel affects the received signal in a way which differs from
simple phase and group delays, this information cannot be extracted from the received
signal, since the spread-out Q component is removed in the processing. Therefore, even
in the case of psK, where coherent signal components exist, a measurement which
identifies the bit sequence being transmitted and feeds back the result to estimate the
- propagation characteristics can be expected to perform better than simple filtering of the

narrowband components.

3.2. MSK SIGNALS

For the frequency-dependent remote sensing needs as outlined in Chapter 2, the vir
stations transmitting Msk modulated data are nearly ideal. First, they provide relatively

high signal levels, with several at or near 1 mw input power. Second, the strong MsK

stations are geographically well situated, so that the propagation pathsto receivers.such as- ..ue

-those at Palmer Station and Stanford cover a variety of terrain and expected ionospheric
conditions. Finally, the mMsk signal covers about 300 Hz of bandwidih with significant
energy, and does so on a fairly continuous basis, provided only that the bit sequence
being transmitted does not contain long strings of ones or zeros. Although this
bandwidth is small by normal spread-spectrum standards, it is much wider than that
explicitly used in previous remote-sensing work, which generally treats all vir
transmitters, no matter what the modulation, as if they were cw signals, by attempting to

ignore the modulated components.
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Example for 7, = 200 bits/sec
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Figure 15. Power Spectral Density of Msk-modulated signal, illustrated here for a bit rate of
200 bits/sec, which is a rate commonly used by the transmitters in this study. The
spectrum covers at least 200 Hz with significant energy.

Msk modulation, however, differs significantly from the cw and rsk discussed
above, in that the MsK signal carries information on both the 1 and @ components, and
there are no discrete spectral impulses present. The MsK carrier can be written in a form
similar to Equation 3.1 above, except that the bit rate is twice that for the Fsk, and in
order to preserve phase continuity at the bit boundaries, the carrier phase must depend

on the previous transmitted bits:

x(t) =AY cos(@t+a +Oa)plt—k/7) (3.4)
j—
where:
n
=Y g is the carrier phase,
¢k 9 g 7 P _
0, =2%f, =71, /2 is the frequency offset from the carrier

Since the carrier phase is now a function of the transmitted bits, the 1 and Q

components become:

OB zcos[¢k+ak - k/rb)} (t—K/n,)

(3.5)

0= S| 0+ e -b75)fle—4n)
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Figure.16. Operation of .an msk modulator, implemented by phase-shift keying and

" amplitude modulation of two coherent carriers. The ppsk modulators invert the phase of
each carrier based on the number of message bits which have been sent on the other
carrier. This preserves phase continuity at the transitions between bits, and destroys the
coherence of the carriers.

MSK Qut

O

and the 1 component no longer contributes fixed impulses to the spectrum, as was the
case for rsk. Instead, both the 1 and @ components contain message information, which
doubles the bit rate for the same bandwidth, thus making more effective use of available
transmitter power and bandwidth. It can be shown [Carlson, 1986, pp. 522-525] that, for
~ the case where the message bits are independent and identically distributed (1.1.p.), the

lowpass equivalent spectrum of the Msk signal is:

2
GIp( fl= 16 cos(an/rb)

| (af /5 ) -1 o

which is illustrated in Figure 1s5.
An alternate view of the Msx modulation operation, which is useful for the analysis

of existing phase receivers [ Wolf, 1990], is illustrated in Figure 16, and may be obtained by.. ... .

considering the two carrier frequencies separately. In order to satisfy the requirement of .. .. -

phase continuity at the bit boundaries, the phase of the “mark” and “space” frequencies
(at @, £w,) must be inverted whenever an odd number of bits have been sent on the
other frequency. This can be done by passing each of the carriers though a binary phase-
shift keying (BPsk) modulator, prior to on/off modulation which selects one carrier or
the other for transmission. Because of the spsk modulation, there is no coherent
component in the output spectrum (for 1.I.D. message bits), even though the amplitude

modulation is always positive. This Bpskx modulation spreads out the carrier energy over
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Sample Waveform, for 10100011 sequence
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Figure 17, msk waveform, illustrated for a specific bit sequence of ‘10100011, a bit rate of
200 bits per second, on a carrier of 200 Hz. For a real msk wave, the carrier would be
higher in frequency by two orders of magnitude, but this illustrates the relationship
between the transmitted waveforms for each bit. Note, for example, that the 5-msec
waveform corresponding to the second ‘1’ is out of phase with the continuation of that for
the first °r’. These inversions, which depend on the message bits, destroy the coherent
carrier waves present in the sk case.

a frequency range on the order of the inverse of the bit time, while ensuring that the two
(Bpsk-modulated) carriers are at the same phase at the bit boundaries.

While the above analyses lead to an understanding of the power spectrum of the
MsK signal, the processing system described in this thesis works initially in the time
domain to decode the bit sequence. Thus, an understanding of the Msk modulation in the
time domain is needed. In MsK, at each bit interval, either the mark or space frequency is
transmitted, but the signal may be inverted as needed to maintain phase continuity. This
is illustrated in Figure 17 for a particular bit sequence, transmitted on a carrier which is at

an-artificially low frequency to illustrate better the modulation. In each bit time, the

transmitted .signal .either gains or loses 90° of phase (I’ or ‘0’ bit transmitted, .

respeétively), with respect to an-unmodulated sinusoid at the carrier (center) frequency.

E

Because of this, both phases of each frequency are needed to generate the Msk-modulated -

signal, and, in general, the coherence of the carrier impulses present in the Fsk spectrum
is broken up.

One of the first steps in the signal processing described below is to mix the
incoming broadband signal with a complex exponential at the carrier frequency to shift
the desired transmitter down to baseband, where a suilowpass filter can extract the

transmitter signal of interest. The results of this operation are a time-varying amplitude
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Example for r, = 200 bits/sec
Bold = ‘10100011” sequence

+180° X

+90° | :
o
R N R S S G S S
A80° oo 5
0 10 20 30 40

Time (msec)

Figure 18. Plot of the phase of the Msk-modulated signal, relative to an unmodulated
carrier at the same center frequency, for the same ‘10100011’ sequence used in Figure 17.
The possible phase paths are shown as light lines, and all transitions occur on the bit
boundaries, which here are 5 msec apart. The dark line is the phase path taken by the
sample bit sequence. This phase gains 90® when a ‘1’ is transmitted, and loses 90° when a
‘0’ is transmitted.

and phase, relative to an unmodulated carrier exactly at the center frequency. For the Msk
signals, the phase of this complex baseband signal is analyzed to demodulate the Msk
signal, and thus determine the bit sequence transmitted. Since the Msx signal either gains
or loses 90° of phase relative to the center frequency in each bit time, a plot of baseband
signal phase vs. time can be described as a walk on a lattice, with the steps at each vertex
(corresponding to the bit transitions) determined at the starting edge of the message bits.
Such a plot is illustrated in Figure 18, and is used in the working of the demodulator

algorithm described later in Section 3.3.3.
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Figure 19. Overview of the processing steps used in this work, for Msk signals.

3.3. PROCESSING OVERVIEW

The data of interest for the development and application of the spread-spectrum
remote sensing method put forth in this thesis concerns the measurements of
transmissions from Msk-modulated vLiF stations, operating in the 2030 KHz range. The
processing flow for these data is shown in Figure 19. The input data, which consist of 16-
bit samples of broadband vLF amplitude taken at a rate of 100 KHz, are pre-processed to

remove as much interfering energy as possible, and then downconverted directly to a
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Figure 20. Effect of initial processing steps on the broadband data. The top panels display
the time series and spectrum of the raw data, sampled at 100 kuz, which shows the strong
-contamination from the Omega transmitter in Argentina, and a pair of sferics near 2 msec.
The middle panels show the same data after the rr filter; the Omega interference is gone,
but the sferic remains at high amplitude. The lower panels show the clipped output, which
is used in all subsequent processing.

complex baseband signal sampled at 1 xHz. The phase of the baseband signal is then
processed to determine the transmitter parameters needed to simulate the transmitted
signal, so that the simulated signal can be used to compare with the received signal in the
frequency domain. Differences between the simulated transmitted and the received
signals reflect propagation effects, which is what we aim to measure. The following

sections describe the processing steps in more detail.

3.3.1. Filtering and Clipping of Broadband Data

As described in Chapter s, the raw data arrive in the form of 16-bit samples of broadband
signal amplitude taken at 100 xHz, which are contaminated by various noise sources. The
main noise source in this frequency band is impulsive noise due to lightning discharges,
known as “sferics,” but there are also other interfering signals in the received data. These
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Figure 21. Amplitude and phase response of the high-pass filter used as the rr filter. The
response is tailored to allow accurate measurement above 20 xuz, while rejecting the
- Omega stations and magnetospheric signals below 15 x1z.

are due to other transmitters, magnetospherically-generated signals such as auroral hiss
(observed typically at high latitudes), and thermal noise. A representative segment of the
raw data is shown in the top panel of Figure 20. For data recorded at Palmer Station,
Antarctica, which constitutes the data set studied here (Chapter 5), contamination from a
nearby VLF navigation transmitter (Omega Argentina) is particularly strong, with a signal
intensity at least 10 DB above that of any of the Msk signals to be measured. In Figure 20,
the 12.9 xHz Omega signal manifests itself as a dominant oscillation with a period of

- 77 psec. Also seenin Figure20-is-a sferic at-about 2 msec, which has a long, low-frequeney—
tail. During the initial sferic burst, both the Omega signal and the desired Msk signals are -
overwhelmed, but they can be recovered in between the individual bursts of impulsive
noise, and during the slow tail.

To remove most of the magnetospheric signals, and some of the interfering
transmitters, the first operation on the raw data is to pass it through a band selection
filter. This filter is illustrated in Figure 21, and, since this filter is applied to the broadband
data before resampling, it is relatively short (101 points). The results of applying this filter
to the previously-illustrated broadband data are shown in the second panel of Figure 20.



38 PROCESSING ALGORITHMS

The amplitude of the interfering Omega signal is considerably reduced, and the desired
MSK signals are visible as a non-uniform signal envelope in the figure. This envelope is
due to the fact that there are several msk signals at comparable amplitudes, which
interfere constructively and destructively over a time equal to the reciprocal of their
frequency difference. It should be noted here that this difference is several kuz, and is
unrelated to the bit time of 5 msec.

Once the data have been filtered, considerable energy may remain in the sferics,
which, because they are impulsive, have spectra that extend into the band of interest. The
. sferics produce two effects: they mask the desired signals, by causing the receiver to
saturate, and they cause ringing in the narrowband stages to follow, particularly in the
baseband filter. Since the larger sferics are strong enough to cause the receiver to saturate,
there is no information available about the behavior of the desired Msk signals while the
sferic is present (typically for 0.5-3 msec), and the only effect we can mitigate is the
ringing in the baseband filter. To this end, the filtered output is clipped, with the
threshold of clipping set on the basis of the distribution of the filtered signal.

To set the clipping threshold, a histogram is first built up of the amplitudes reached
during the entire data run. This distribution of signal levels in the data consists of two
parts. The main component is due to the sum of many Msk transmitters in the band, and,
as the sum of a large number of independent sinusoids, is approximately gaussian. The
other component is a high-amplitude tail, caused by the rare, but high-amplitude,
impulsive sferics. Therefore, a simple analysis of the amplitude histogram can be made,
and an appropriate cutoff found, above which the large majority of the excursions are
due to interference from the sferics. This procedure is illustrated in Figure 22, which
determines a clipping level of 0.30. The results of clipping the filtered data to this level are
shown in the bottom panel of Figure 20.

In the course of this work, attempts were made to go beyond simply clipping out

the sferics, by performing the threshold -procedure above, and then setting the -~

contaminated data to a “no data” value, rather than dlipping it. However, such algorithms. -
did not produce noticeable gains, relative to the dynamic clipping discussed above. In
addition, suppression of data brings about substantial additional complexity in the
subsequent processing, since the “no data” values must actively be handled at each
processing step. Therefore, all the data presented in this work have been processed by the

filtering and clipping methods discussed in this section.
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Figure 22. Setting of the clipping threshold. The algorithm fits the amplitude histogram
data (open circles), to a gaussian, and uses the fit to adjust the clip levels. The bottom
panel, on an expanded scale; shows the “tails” of the distribution, which are largely due to
sferic energy.

3.3.2. Demodulation of Broadband Data

The first step in processing the filtered and clipped data is to bring it down to baseband,
where the subsequent processing takes place. For this work, the baseband bandwidth
needed is about +300. Hz, and .the baseband is chosen to be sampled at 1.xHz. Since. the .
_processing is digital, frequency translation is implemented. by mixing the broadband..
signal with a complex exponential, passing the result through a lowpass filter, and -
decimating the (éomplex) result down to the baseband, at zero frequency, and a sample
- rate of 1 kaz, The lowpass filter used in this work is shown in Figure 23, and is flat enough
in both amplitude and phase so that the errors it introduces are not measurable
compared to the transmitter and receiver unknowns. This filter is a very long rir filter

(3001 points), but, since it is a decimation filter, it only needs to be run once for every
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Figure 23. Amplitude and phase of baseband filter used in the processing, The filter
illustrated is suifor processing msx signals, where the first spectral nulls are at +150 Hz
from the center frequency. For this frequency range, the filter is flat to within o.001 pE,
and 0.001°, The contribution from a similar interfering transmitter 600 Hz away from the
center frequency is down by 100 pE.

output point. All the data processed through this filter uses a decimation ratio of 100,
which results in a substantial computation savings.

The baseband signal is a complex (1 and @) signal. This is convenient, since all the
processing done after this step can be done at the baseband, and since the bandwidth of

the VLF stations is only a few hundred hertz, the sample rate needed to capture this

information is low. The use of a complex signal at pc,.rather than a real signal centered ... . ...

about a suifrequency, allows the various filters in the system to be (possibly complex-
- valued) lowpass filters. For the case where the filter is symmetric about zero frequency,
which is true of most of the filters used in this work, the filter coefficients are real, and the
processing load is reduced by nearly a factor of two.

In addition, the amplitude of the baseband signal resulting from this process is
simply the integrated amplitude of the Msk signal at the receiver, as would be read by a
conventional heterodyne receiver, and the phase of the baseband contains the message
modulation, in the form illustrated in Figure 18. The amplitude and phase of the



PROCESSING ALGORITHMS 41

Amplitude of NAA at Palmer; output from decimation
0.03 T T T T

o
o
N

k=4
[=)
ry

Amplitude (linear)

o ; i ; .
0 50 100 150 200 250

Phase of NAA at Palmer; output from decimation

Phase (degrees)

0 50 100 160 200 250
Time (msec}

Figure 24. Amplitude and phase cutput from baseband stage. The top panel shows the
amplitude of the output of the baseband filter, and the bottom panel the phase. The msx
modulation is clearly visible in the phase.

baseband signal for a particular example are shown in Figure 24, where the msx
modulation can clearly be seen in the lower panel. The positive and negative phase ramps
from the modulation differ from the theoretical value of 90° per bit time, due to the
additive noise (marked by arrows) and filtering. In addition to small deviations, there are
three significant sferics during this 250-msec interval: one at 60 msec, one at 200 msec,
and one at 240 msec. The effect of the baseband filter on the data is seen in the rounding
of the transitions between positive- and negative-going phase ramps (i.e., between 1’ and
-0’ bits). This filter suppresses the more distant-sidebands-of the Msk signal;-:and -thus:=
rounds the transition edges, but, since the filter is zero-phase, this rounding is symmetric,

and the location of the bit transition times can be accurately determined from the filtered

phase.
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3.3.3. Detection of Transmitted Bit Sequence

In order to estimate the transfer function of the propagation channel, the input signal
must be known. For an Msx transmitter, five quantities must be known in advance, or
must be reliably estimated from the data: f., the modulator’s center frequency, a, the
sequence of transmitted bits, Af, the frequency deviation (or, alternatively, the baud
rate), ¢, the carrier phase, and Tg, the time of the bit transitions. For the vLF signals used

“here, the center frequency is precisely known, and controlled to a high degree of precision

- [ITU, 1979] by a frequency standard. Similarly, the baud rate is-also- known, from an . -

inspection of the received data, since in practice only a few baud rates are used, with 200
bits/sec being by far the most common. Hence, only three parameters must be estimated
from the data: a;, ¢, and T,.

The time of the bit transitions, T,, is estimated by considering the entire data
record, and looking for the times at which the phase changes direction. Referring to
Figure 25, those times ideally occur at bit boundaries. The program estimates the time of
the transition, modulo the bit time, to a small fraction of the bit time, by comparing the
phases before and after each stationary point on the phase plot. By this procedure, it is
possible to get T, to better than 1% of a bit time, while only observing the phase at a few
points in each bit time. For each transition from ‘0’ to ‘1’ bits, or vice versa, the phase plot
has an inflection point. There are spurious inflection points due to noise and
interference, but these are randomly distributed in time, while those which define the bit
time boundaries all occur nearly at multiples of the bit time. The estimation algorithm for
T, first builds a histogram of the inflection point time estimates (modulo the bit time),
and then determines where the best-fit peak of this histogram falls, which results in a
single value of T, which is then used in the subsequent stages for the entire data run. The

data runs used in this work are short enough (5 minutes maximum), so that this

- procedure works well, though a dynamic estimate-of T, could be implemented to-allow. .

the processing of large data sets.
Once the bit transition times are known, there are two possible hypotheses for the ..

~data received in any bit time: either a 1’ was transmitted, or a ‘0’ was transmitted. By

examining the data points for a bit interval, the goodness-of-fit with each possibility is

- computed using a quadratic cost function. A provisional identification of the transmitted

bit is made based on best fit at this stage.
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Figure 25. Reconstruction of the transmitted phase, and hence demodulation of the msk
signal, from the observed phase of the decimator output. The solid line in the above graph
is the received phase, as observed at the output of the baseband. There is noise, and the
effects of two spherics can be seen in the data, as well as the rounded corners at the bit
transition points, which is caused by the finite bandwidth of the baseband filter. The
dashed line is the reconstruction of the transmitter phase from this data.

While the above scheme would be sufficient in the absence of noise, there is a good
chance that some of the bit decisions will be incorrect. Referring to the observed data in
Figure 25, the sferic which arrives at about 60 msec disrupts the phase completely for
nearly 5 msec, and could easily lead to a bit error. A single bit error will result in the
reconstructed phase advancing by 90° when it should have retarded, or vice versa, and,

.after the  disturbance has vanished, the- reconstructed: phase will differ- from.-.the..-
transmitted phase by a full 180° This is a particularly egregious form of error for our .
purposes, because when the transfer function is estimated with this data, the presence of a -
180° flip in the reconstruction causes the magnitude of the estimate to drop to zero,
reverse phase, and rise again. This appears as sharp drops, all the way to zero, in the
amplitude, and coincident 180° shifts in the phase, and makes the resulting data very hard
to interpret.

In order to prevent such occurrences, the msk decoder does not accept the

provisional bit decisions without looking ahead; instead, it uses the goodness-of-fit values
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to correct decisions which are likely to be in error. After a provisional bit decision is
made on two bits, if the phase during the second bit is close to 180° off, and the goodness-
of-fit is better for the second bit than the first, the decoder assumes that the first bit is in
error, and reverses its earlier decision. Even though this scheme is not perfect at
correcting bit errors, it forces the decoder to always make the errors in pairs, and the
reconstructed phase never gets too far from the received phase. Since the expected
perturbations dealt with in this work are always small, over the time spans comparable to

the bit rates, this correction mechanism is not likely to be activated by a propagation or

- LEP perturbation. The reconstructed phase, as determined by the algorithm described -

above, is shown as the dashed line in Figure 25,

One additional possibility should be mentioned, and that is that use could be made
of any redundancy present in the transmitted message to correct bit errors and determine
the input signal to the propagation medium to a high degree of confidence. For many
messages transmitted over such a channel, some form of forward error-correcting code is
most likely applied, and knowledge of the basic code structure would provide an ideal
way to determine the transmitted signal, extending the usefulness of these algorithms to
lower signal-to-noise ratio regimes. If the system has been partitioned into a source
encoder, which might contain a cryptographic component, and a channel coder, which
serves only to correct channel errors, only knowledge of the latter would be needed for
measurements of propagation characteristics. The algorithms investigated in this thesis
need only obtain a good estimate of the transmitted signal; they do not need to interpret

the message sent in any other way.

3.3.4. Reconstruction of the Transmitted Signal

~ In order to estimate the transfer function of the propagation path, which, as discussed in

Section 1.2, gives information about the electron density profiles and perturbations to - = -

these profiles, the signal parameters measured above (4, ¢, and T,) must be fed back
and used to reconstruct the signal launched from the transmitter into the earth-
ionosphere waveguide. In addition, the output signal from the waveguide must be
measured. Both of these processes involve antennas and transmitting or receiving
electronics, and the contribution of these to the system model (see Figure 5) must be

accounted for.
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On the transmitting side, the signal parameters measured above can directly be
used to reconstruct the modulated vir signal. Referring to Figure 19, this function is
performed by the box labeled Msk modulator. The inputs to this stage are a;, ¢, and T,
and the output consists of an Msk-modulated signal at the system baseband, which, as
discussed above, is a complex signal centered at zero frequency. If the estimated
parameters are correct, the output will be an accurate representation of the signal which
was presented to the power amplifier of the viF transmitter. The issue of the relation
between the transmitter input signal and the M- wave launched into the earth-ionosphere-
waveguide was discussed. in Chapter 2, and the excitation coefficients for. the various:
-~modes are included in the 3-D waveguide propagation model, so the msx-modulated
signal constructed here should be suifor comparison with the model results, at least over
the time scales of interest in this work.

_ Representation of the receiver is somewhat simpler. First, the receiver is available
for analysis, and, as the characterization data presented in Chapter 5 show, the receiving
hardware can be well-represented by a combination of a group delay, a phase delay and a
frequency offset. The data are processed as 32-bit floating-point numbers, which have
sufficient dynamic range for the contribution of the processing software to be largely due
to amplitude and phase distortions in the baseband filter. The first two of these, the phase
and group delays, are absorbed into the unknown transmitter phase ¢, and bit transition
time T,. The frequency offset is small enough to be adjusted for in the data display, which
leaves only the response of the baseband filter to be accounted for. This is done in
Figure 19 by the step labeled receiver filter, and is important only when bandwidths wider
than about +300 HZ are examined, or a narrower than normal baseband filter is used. For
these cases, the reconstructed Msk signal is resampled at the higher frequency used in the
original data sampling {100 xHz), the baseband filter applied, and the result decimated
back down to the baseband sample rate. Thus, if the estimates for the signal parameters

- are correct, and the transmitter is well-modeled by the 3-p waveguide propagation. model,...

- the differences between the signal at the output of this stage and the received signal are -

solely due to noise and propagation effects.

3.4. COMPARISON WITH RECEIVED SIGNALS

To perform the comparison between the received signal and the reconstruction of the

transmitted signal, in a form which allows direct comparison with the model results, both



46 PROCESSING ALGORITHMS

Received Amplitude Transmitted Amplitude Ratioﬁ
60

80 ;A 55 .

70 ......... ........

LIS S5 T B 501

40 - - - 40 -

-500 0 500 -500 0 500 -500 0 500
Frequency {Hz) Frequency (Hz) Frequency (Hz)
Received Phase Transmitted Phase - Diiference

200 T 200
o 100 o 1001 T @
2 ] 3
5 0 5 o 5
8 3 5

-100f- -+ -100;-1

20 : 200 :

-200 0 500 -500 0 500 -500 0 500
Frequency {Hz) Frequency (Hz) Frequency (Hz)

Figure 26. Comparison of output to input fourier transforms to yield transfer function
estimate. The left-hand panels show the transform of the received signal, over a time
interval of 256 samples (about 50 bits), and the middle panels show the same for the
reconstructed transmitted signal. The left-hand panels show the ratio of the two
transforms, which is the raw transfer function estimate.

signals are converted into the frequency domain, and compared as spectra. This is
illustrated in Figure 26, for a segment of 256 samples. The transform of both the
transmitted and received signals contains a large amount of message variation, but, if the
transfer function from transmitter to receiver is nearly constant, most of these variations
will be common to both signals, and will drop out of the comparison. This removes the

effects of the message, leaving only the transfer function estimate, as a function of

frequency, plus noise. The noise level.is roughly.constant across the band of frequencies- .~ .~

processed here, and so the accuracy of the -transfer function estimate -drops- off at .- - -~

frequencies where the input signal power is less.

While Figure 26 illustrates the general procedure employed to estimate the transfer
function, there are several refinements which must be introduced in order to obtain
useful estimates in the presence of noise. First, the propagation is modeled as a simple
linear system, with a known input and output, an unknown transfer function, and a

stochastic noise term which is independent of the input:
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ye)=go(e) < ult)+(r) (37)
where:
2,(t) is the unknown channel impulse response,
u(t) is the input signal (inferred from data},
y{t) is the output signal (measured), and
w(t) is the noise.

If the additive noise v(#) is uncorrelated with the input u(t), and has zero mean,

then the cross-spectrum of the output and input signals will be given by:

P, (0)=G), (o) (3.8)
where:
Gyle™) is the unknown transfer function,
D, (w) is the spectrum of the input signal,
@, (0) is the cross-spectrum of output and input signals.

This representation suggests forming a simple transfer function estimate as the
ratio of the finite-length transform of the output signal to that of the input signal. This
“raw” transfer function estimate is performed simply by taking the ratio of the Fourier
transforms of the input and output functions, neglecting the additive noise term, and is

referred to as the empirical transfer function estimate [ Ljung, 1987, p. 146]:

Gyl(e®)= 5"; ((2)) (3.9)

where:

Y= Je 7t is the FFT of the output signal,
\/_ J’ tp gn

t=1

Zu s the ¥ of the input signal, and

t"l

éN(ejm) is the raw estimate at frequency ®.

A

éN(ejm) is an asymptotically unbiased estimate of the transfer function Go(ej"’),
provided that the additive noise has zero mean, and that the input, UN((D), is not-
periodic over the length of the sample window N. This estimate is very general, in that it

-assumes only linearity of the propagation channel, but it is also very noisy, because it
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calculates an independent estimate at each frequency point ®, and it is possible to show
[Ljung, 1987, pp. 146—151] that the variance of the empirical transfer function estimate
does not decrease with N. For this problem, as with many practical systems, we can
obtain a better estimate by smoothing the raw estimates, based on the assumption that,
for this propagation channel, the transfer function is not independently determined at
each frequency. If we introduce the assumption that the true transfer function, G,le’®},

varies slowly compared to the frequency difference between each of the N output points,

then each of these output points is an independent estimate of the same transfer function ... .-

point, and has a variance that depends-on the observed -output signal spectrum at that-

point:
Var l:éN(e21cjk.’N)i|= @v(Z'JUk/N)Z (3.10)
Uy (2mjk/ N)|
where:
D, is the spectrum of the noise, and
Uy is the observed transform of the input.
Therefore, a better estimate of G, (ej"’) is:
: Uy(E) 2
j wig ‘“000)l—:;j“l“GN(e}E )d’é
Gule)== o i o
_[ wig- wo)%‘&
-1 (E)
where:
w(E-o,) is a weighting function centered about ®,.

Now, we assume that the noise spectrum @, is also smooth, and does not change . .. ...

much over the interval where the weighting function is non-zero. Then, this term in the -
integrals is a constant, and cancels out, since it appears in both the numerator and

denominator. Thus, we can simplify (3.10) to:
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(3.12)

which is the form of the estimator used in this work. In our implementation, a

rectangular weighting function was generally used, and both the width of the weighting
function and the length of the transform (N) used to compute Uy, and Y, can be chosen

depending on the presentation desired.



50 PROCESSING ALGORITHMS

NPM to PA 14 May 90 07:08:00 Amplitude

[ byt b

x>}
o
o

Fregquency Offset {Hz)
o
o
[=] [=]

0 50 100 150 200
Time (sec)

NPM to PA 14 May 90 07:08:00 Phase

g

B
S

1
]
[=]
(=]

Frequency Offset (Hz)
[=]
degrees

0 50 100 150 200
Time (sec)

Figure 27. Qutput of the propagation channel transfer function estimate, for a sample data
set. The top panel gives the amplitude, and the bottom the phase, of the transfer function,

- over a 300 HZ frequency range. Note that the falloff in the input signal power past about
120 HZ causes the transfer function estimate to be very noisy at these frequencies.

3.5. SMOOTHING AND DISPLAYING RESULTS

The results from this computation, for a typical data set, are shown in Figure 27.

For this Figure, the estimator described above was used, with the Frr size (N) set to 256,

with 100 points between FrT segments, and with a rectangular weighting function

covering 10 Hz. Thus, there are 10 output slices per.second, with 61 separate frequencies ... . ...

displayed, covering 300 Hz from the center frequency. The computed transfer function
is displayed as a spectrogram, in two panels, the top panel being the amplitude (in p8) of
the transfer function, and the bottom panel being the phase. This format is used from
here on throughout this dissertation. The phase data have been processed so as to make
best use of the spectrogram’s limited gray-scale range, by setting the zero point of the
phase and eliminating any drift between the local oscillator and the average of the

received data. The darker portions of the display indicate higher signal amplitudes and
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Figure 28. Smoothed sample data, based on the same data set as Figure 27. Note the
changed z-axis scales.

phase advances®. Visible in Figure 27 are several LEP-associated perturbations, as well as
variations in the background propagation channel characteristics. The rapid falloff in the
MsK signal spectrum beyond about 120 Hz causes the transfer function estimate at these
frequencies to become dominated by the noise, and sets the limit on the frequency range
over which the transfer function of the propagation channel may be determined by this
technique.

The data presented may be further smoothed, depending on the intended use of the
display, with some further reduction in the apparent noise, at the expense of time and
frequency resolution. For example, the data in Figure 28 are averaged over 2 seconds, and
30 Hz. The sideband structure of the mMsk-modulated signal is easily visible, since the
noise which adds to the input becomes more significant as the available signal power goes
down. However, in this example, as with most of the data, only the central +150 Hz band

will probably be useful for most applications.

! This choice is appropriate since most LEP event signatures shown in this dissertation are
phase advances.
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Figure 29. Estimate (solid lines) of the average transfer function of the propagation
channel for the 4 minute data set, over £300 mz in frequency, with the 95% confidence
limits {dashed lines}. The falloff in the power of the input mMsk signal beyond +120 uz is
visible here as an increase in the confidence limits.

These spectrograms contain all the information available about the propagation
channel transfer function, for a given choice of FrT and smoothing parameters; however,
for some purposes, further processing is useful to highlight certain features. For example,
the time-averaged transfer function estimate may be derived by averaging the rrr “slices,”
and compared directly against results of the 3-» waveguide propagation model, as shown
in Figure 29. The high signal-to-noise ratio near the center frequency results in very good
estimates of the transfer function in this range, though beyond about +150 Hz of the

- center frequency, the input signal is below the noise, and the transfer function estimate is .
biased and noisy. For this reason, the data presentations in the rest of this dissertation are -
generally limited to the useful range of £150 Hz for the Msk-modulated signals.

When the background propagation channel transfer function is removed from the
data, the residual highlights transient changes to the transfer function, such as those
caused by the LEP events discussed in Chapter 2. Figure 30 displays this residual, as the

" deviation from the average transfer function (Figure 29). In this figure, the full 4 minutes
and +300 HZ range of the data are displayed.
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For detailed examination of an individual perturbation to the propagation channel
transfer function, the time and frequency scales may be expanded, as shown in Figure 31
These transfer function perturbations are typical of the LEp-induced events analyzed in
Chapter 5. They show a sharp onset (~1 second risetime), and a slow decay (~20 seconds

fall time), and are uniform across the +150 Hz frequency band.
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Figure 30. Spectrogram of the propagation channel transfer function residual, after
removing the average transfer function estimate from the data. This display highlights the
transient disturbances to wave propagation, of which at least six events characteristic of .
LEP are visible. All these perturbations are amplitude decreases and phase advances, and
do not show significant variation with frequency.
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Figure 31. An expansion of two overlapping transfer function perturbations from Figure
30, with an expanded frequency scale showing only frequencies within +150 Hz of the
carrier, where the input signal is strong enough to give good estimates of the transfer
function. The first perturbation has a sharp onset at about 16 seconds, and is followed by a
larger event at about 20 seconds. Both perturbations are amplitude decreases and phase
advances which are smooth in frequency.
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4.
SIMULATION OF PROCESSING SYSTEMS

Since many physical processes influence the propagation of vir signals, and the net effect
of these processes is difficult to predict, it is not always possible or cost-effective to assess
the performance of a new measurement technique using only data obtained in the field.
While the theoretical basis for this technique has been described above, it remains to be
shown that it is capable of resolving geophysically significant propagation differences in
the presence of ambient interfering signals and atmospheric noise. To demonstrate this,
we turn to simulation, and generate a ViF signal at a frequency not utilized by any of the
existing transmitters, alter the signal by passing it through filters which simulate the
characteristics of a propagation path of interest, superpose the modified signal on to
wideband vLF data recorded in the field, and analyze the result using the techniques
described in Chapter 3. The objective of this simulation is to determine whether the
characteristics of the propagation path (as artificially simulated by a filter) can be assessed
via measurements of signal amplitude and phase as a function of frequency. The degree
to which the results of the analysis agree with the filters used in simulating the
propagation channel reflects the utility of the measurement technique on real, noisy,

data.

57
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Figure 32. Processing flow for the simulation. By simulating a chosen propagation path
with the 3-p waveguide model, and using the results to generate a chanmel transfer
function filter, a signal can be generated which can be processed as described in Chapter 3
to yield propagation amplitude and phase information. These results can be compared
with the channel transfer function filter to test the analysis method.

4.1. PROCESSING OF SIMULATED MSK SIGNAL

Figure 32 diagrams the simulation process. An assumed set of values of the

ionospheric parameters chosen to match those used in recent work [Inan et. al, 1992],
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- combined with an arbitrary transmitter and receiver location and carrier frequency, are
used in the 3-p waveguide propagation model [Poulsen et. al, 1993a] to calculate the
propagation channel characteristics at several closely-spaced frequencies. The model
results are then used to design a time-varying filter which simulates both the phase and
amplitude changes due to the static propagation path, and a time-varying perturbation,
representing a localized ionospheric disturbance somewhere along the path. The filter
was designed using the window method [ Oppenheim & Schaefer, pp. 239—250], modified
" to accept an arbitrary amplitude and phase in the desired transfer function. A 4-sample -
- Blackman-Harris window [Harris, 1978] was used. This filter may contain multiple stages: -
a first stage which is time-invariant and which accounts for the effects of the ambient
earth-ionosphere waveguide; and a second stage, which is slowly time-varying and which
simulates the effects of an LEp-induced ionospheric density change on the propagation of
the vie wave. The output of the filter is then mixed in with recorded data, with the gain
adjusted to give a signal amplitude similar to those observed on vLF transmitter signals in
an actual field-recorded data set. This data is then analyzed using the measurement
methods described in Chapter 3, and the resulting time-varying propagation channel
-spectrum is compared with the characteristics of the propagation channel filter to
determine the degree to which the measurement method can determine the
characteristics of the filter, over time scales of geophysical interest, and in the presence of

a realistic noise environment.

4.1.1.  Construction of the Test Msk Signal

As discussed in Chapter 3, most of the high-power VLF transmitters currently in

- operation employ msk modulation, since the-bandwidth-of these systems-is limited,-and. -
the higher data rates obtainable with Msk, as -opposed-to rsk, modulation justify the-

slightly greater complexity in the modulator and receiver. All of the transmitters studied
in this work utilize Msk, which is the modulation chosen for our simulated signal.

There are six variables which fully determine the msk-modulated signal (See
Chapter 3), at the input to the transmitter: the amplitude (A), the carrier frequency (®,),
the carrier phase (¢, ), the bit rate (1), the time offset (T},), and the bit sequence being
transmitted {a; ). Of these, A is normalized to unity, since it is simply a multiplier which

determines the signal level (the relative amplitudes of the antenna excitation factors for
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Figure 33. Autocorrelation of a sample received bit sequence. The value at zero lag is
normalized to unity, and is off the top of the graph. No simple repeating structures are
seen, out to a lag of 5 seconds (1000 bits),

each of the waveguide modes are computed by the 3-» waveguide propagation model),
and ®_ and 7, are known. The simulation code must assign values to the other three
variables. For the performance tests described in this Chapter, ¢, and 7, are both set to
zero, since the processing described in Chapter 3 cannot estimate these without absolute
time and phase information, which is not present in the field data. The code which
generates the simulated mMsk waveform can set these variables to arbitrary values,

however, and this capability was used in developing and testing the analysis code. Note

that in real data acquired without absolute phase and time information, these.quantities . ...

- would similarly be unknown, and would be suppressed in the data analysis, as discussed
in Chapter 3.

With the above assumptions, the Msk-modulated waveform is determined solely by
the bit sequence being transmitted, ;. Although the actual data being transmitted has
structure, since it presumably is the output of some channel-coding process at the
transmitter, an examination of the second-order statistics of actual received data (in this
case, the NPMm signal observed at Palmer Station) failed to reveal any significant departure
from independence between the bits (a sample autocorrelation function is shown in
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Figure 34. Location of simulated viLE transmitter (“nsu”), and the simulated ionospheric
perturbation on the great-circle propagation path to a receiver at Stanford. The disturbance
to the ionospheric density profile is assumed gaussian in shape, with =75 k.

Figure 33). Therefore, in the simulation, the data bits were simulated as independent and
identically distributed (11p) random variables. For such a case, it is a simple matter to
construct a MsK waveform which is representative of the signal at the input to the power
amplifier stages of a real vir transmitter. Once this test waveform has been constructed,
the bit sequence used in the modulation, as well as the carrier phase and time origin, are
not used in further processing, as they are generally not available to commonly used

receivers in the field.

4.1.2. Simulation of the Slowly-Varying Propagation System

The novel feature of the propagation channel measurable by the technique described here
is the variation of the amplitude and phase over the ~300 HZ frequency band illuminated
by the signal. In order to test the method, therefore, we need to find a set of conditions
which are not only of geophysical interest, but which can be expected to lead to variations
in the signal amplitude and phase over the 300 Hz bandwidth occupied by a typical vLF
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Figure 35. Electron density profiles used in the simulation. The ambient profile is
“Profile IT” from Figure 6, while the perturbation is related to a whistler described in the
text.

msk-modulated signal, as a result of propagation through the channel. As discussed in
Chapter 2, these variations are expected to be most significant when the received signal
consists of many waveguide modes with similar amplitudes, which occurs for the case of
short, land-based propagation paths.

The path chosen for our simulation is illustrated in Figure 34, from a hypothetical
transmitter at the location of the commonly-observed 48.5 xuz Air Force transmitter in

Silver Creek, Nebraska (41° 30” N, 97°.36” w), but .operating at 26.0-K#z, to.a receiver

located at Stanford. (37° 25" N, 122° 10" w).-The 3-D waveguide propagation model was . .

~utilized, for frequencies from 25.80 KHZ to 26.20 KHZ, in 50 HZ steps, and for an ambient
nighttime p-region electron density profile in effect along the entire path, except under
the disturbance, where the altitude profile of electron density was taken to be one
representative of conditions following an Lep event. The ambient profile used
corresponds to Profile II of Figure 6, while the disturbed profile is that which would be

expected for a lightning-induced electron precipitation burst of peak flux
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Ambient Mode Vectors: NSU to Stanford, 26.00 kHz, 250 kW
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Figure 36. Mode structure of the received signal at Stanford, from the fictitious 26.0 kHz
transmitter in Nebraska, as computed by the 3-p waveguide propagation model. Many
modes contribute significantly-to the total field at the receiver, so small perturbations to
individual modes may affect the total field strength disproportionately.

2X10erg/ cm? [ sec, with a duration of 0.2 seconds, as would be produced by a o.2—-
6.0 xHz whistler, propagating at L=2.5 [Inan et. al, 1988b]. These two density profiles are
illustrated in Figure 35.

When the 3-p waveguide propagation model is used for the ambient conditions,
there are at least six propagating modes which contribute significantly to the received
signal (i.e, within 6 DB of the total). These modes are shown in a polar display in
Figure 36, From this figure, it is apparent that.the total predicted field at the receiver is-..
less than the amplitude of the single largest mode, due to partial cancellation by other, -
slightly weaker modes. Poulsen [1993b] has shown that the strength of the field scattered. -
by a typical Ler disturbance depends strongly on the waveguide mode; in particular, the .
quasi-transverse magnetic (QTM) modes are scattered more effectively than quasi-
transverse electric (QTE) modes, and the higher-order modes are scattered more
effectively than the lower-order modes. When the total received signal consists of
multiple significant modes, the change in the total field at the receiver is very sensitive to

the phase changes to the different modes. Since the scattering may also be a function of
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NSU to Stanford; Predicted (moedel_3d) Ambient Amplitude
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Figure 37. Amplitude and phase of transfer function for propagation at 26 xaz from “Nsu”
to Stanford, under the ambient conditions. The predicted amplitude varies by more than
3 pB over the 300 Hz band of frequency; the predicted phase varies by nearly 15 over the
same interval.

frequency, small differences in scattered fields at different frequencies making up a single
modulated signal may combine to yield a perturbation which is a strong function of
frequency.

The extent of these differential amplitude and phase perturbations may be
predicted by using the 3-p waveguide propagation model for the above conditions, for a
closely-spaced set of frequencies covering the range over which the simulated msk signal
has significant energy. For this simulation, model calculations were carried out for nine
frequencies spaced 50 Hz apart, ranging from 25.8 XHz to 26.2 KHZ. The predicted
~variation of the received signal amplitude and phase, for the chosen ambient electron -

density, are shown in Figure 37. This result illustrates that, for this short, multi-mode
path, the transfer function of the propagation channel exhibits significant variations over
the frequency band of interest.

When the localized perturbation to the electron density is introduced, the
~amplitude and phase of the signal at the receiver changes, with the difference due to the

perturbation also being a function of frequency. As discussed in -Chapter 3, these
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NSU o S8U: Ambient and Perturbed Amplitudes and 4001-point Filters
38 T T T T T T T T T

Pertl.irbed

a3 i i ; i ; i . . .
255 258 257 258 258 26 26,1 26.2 263 264 265
Frequency (kHz) :

Simulated Amplitude Perturbation and FIR Filter Fit

0.3 L : : : 1 1 1 i :
255 256 257 258 259 26 261 262 263 264 265
Frequency (kiHz)

Figure 38. Amplitude of propagation from wsu to su as a function of frequency, as
predicted by the 3-p waveguide propagation model, for both ambient and perturbed
conditions (open circles in the top panel). A goo1-point rIr filter is fit to each of these
predicted propagation characteristics (solid lines in the top panel). The difference between
the two characteristics and filters is shown in the bottom panel, and is the predicted
amplitude of the rep-induced perturbation to the electron density, as a function of
frequency. The 3-p waveguide propagation model was run only out to +200 Hz; the FIR
filter was designed to have constant amplitude beyond these points, since signal
components beyond t200 Hz are heavily attenuated by the baseband filter during
processing.

differential perturbations are more easily measured, since they are not sensitive to
assumptions about the transmitter and antenna system. The detectability of differential
- changes in signal amplitude and phase, due to typical LEP-induced -electron density -
changes, is of most interest in this Chapter. These propagation effects can be simulated by .
using a slowly time-varying filter, which normally has an impulse response appropriate to
the ambient propagation prediction, but changes to an impulse response appropriate to
the perturbed condition, over a time scale of several seconds, which is 10—100 times the
length of the impulse response of the filter. These specific propagation channel transfer
functions, and filters which represent the channel transfer function predictions, are

shown in Figures 38 and 39.
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NSU to SU: Ambient and Perturbed Phases and 4001-paint Filters
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Figure 39. Phase of propagation from NsU to sU as a function of frequency, as predicted by
the 3-p waveguide propagation model, with the simulation filters (top panel). The
difference in the bottom panel is the predicted phase of the rep-induced phase
perturbation. As with the amplitude response, the phase of the Fir filter was selected to be
constant beyond the =200 Hz range covered by the 3-p waveguide propagation model
TUIS,

To simulate the effects of an LEp-induced ionospheric disturbance, the generated
MSK signal is passed through a time-varying filter, as indicated in Figure 32. This filter
varies from the “ambient” filter to the “disturbed” filter in one filter length (40 msec),
and then relaxes to the “ambient” filter with a first-order time constant of 10 seconds.
Such a time variation approximates the typical onset and decay times seen in LEp-induced
ionospheric disturbances generated by mid-latitude whistlers [Inan and Carpenter, 1987].

. Finally, the output from this filter, which simulates the propagation.over the short,
land-based path indicated in Figure 34, is combined with viF data recorded in the field.
The amplitude of the synthetic signal is set to a value at the low end of the range observed
for real viF transmitters in the Antarctic, which results in a spectrum similar to that
shown in Figure 4o0. This composite signal is then used as the input to the analysis

procedure, without reference to the filters used to generate the perturbation.
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Broadband VLF Signals, with NSU Added (Gain = 0.05)
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Figure 40. Spectrum of the broadband virr, with the synthetic nsu signal added at
26.0 kHz. The nsu signal is mixed in at a low enough amplitude to simulate a relatively
weak VLF transmitter.

4.1.3.  Use of Spread-Spectrum Processing

Using the simulated signal as input, the processing steps detailed in Chapter 3 were
performed, with the result displayed as a spectrogram of the transfer function in
Figure 41. The two perturbations, at 60 and 180 seconds, are clearly visible, and show
some variation over frequency.-The amplitude perturbation is greatest above the center.
- frequency (peaks at about +100 Hz); the phase perturbation is positive below the center,
and negative above it. Both observations agree with the characteristics of the filter used to
simulate the propagation, indicating that frequency-dependent amplitude and phase

variations imposed during the propagation of the signal can be recovered upon analysis.
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Pigure 41. Spectrogram resulting from processing the simulated Nsv signal. Two simulated
perturbations were introduced, at 60 and 180 seconds from the start of the record. The

.. mature of the perturbation is clearly visible in the amplitude record, and, to a lesser extent,
in the phase as well. In addition, the asymmetry of the perturbation over frequency is
visible, particularly in the phase.

4.2. PERFORMANCE OF EXISTING AMPLITUDE AND
PHASE RECEIVERS

--Most of the receivers used in previous studies in this field measure the integrated ... . .

amplitude of the viF signal: When phase receivers-are used, they track the phase of a-- -~

~single coherent component of the modulated vLF signal using phase-locked loop (PLL).
techniques [ Wolf; 1990]. The operation of these receivers, and the limitations they impose

on the data analysis, are described in this section.
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4.2.1. - Amplitude Receivers

Amplitude receivers which measure the integrated signal amplitude are easy to
build, and also easy to analyze, since they are, ideally, linear receivers except for the
envelope detector. The forms of modulation commonly used in the vir band are
constant-amplitude, and so the resulting measurement, whether on Msk, FSk, or cw
signals, is a true measurement of the overall attenuation of the signal as a result of the

propagation. Since the signal amplitude is a function of frequency, as are the propagation

- effects and the receiver filters, the detector in such a receiver ideally measures: the

cumulative result of three components: the transmitted signal, the propagation, and the
receiver filter shape. Specifically, if X(f) if the spectrum of the transmitted signal (for
one particular bit sequence), P(f) is the propagation effect to be measured, and R(f) is
the cumulative transfer function of all the filters used in the receiver, then the

measurement output from an ideal amplitude detector is:

Y = [ X(NPOROAS (4.9
0

With careful design, R(f) may be made nearly flat over the bandwidth where X(f) is
significant. If we also assume that the effect of the propagation is also flat in amplitude

and linear in phase over the occupied bandwidth, then:
wo) = [Y(fedf

= jX( f )Ape-i(zufrp+¢p) ARe—j(znfTR+¢R) oI i

—ca

= APe_jq’P ARe—i'i)R J‘ X( f)ejZEf (f—Tp—Tn)df ( 42) |

= Ape " Ape Prx(1)x3(t —Tp — Ty)
so the signal into the detector is simply a time-delayed replica of the input, multiplied by
a complex amplitude factor. The detector will ideally strip all the phase information, and

thus will simply measure the propagation as:
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B(t)=|Ape™ Ape Px(t ~ T, = T)
= ApAp

(4.3)

since the detector bandwidth is much smaller than the carrier frequency of x(t), and
therefore |x(t)| is equal to unity. Although the above analysis is strictly valid only when
the receiver and propagation effects are linear and time-independent, it can be applied to
the common case in the vLF bands where variations on the propagation are much slower
‘than the frequencies contained in the transmitted signal. Finally, since the receiver filter
characteristics are (ideally) stable, they can be measured, and the only time-varying effect . .
at the output is the propagation amplitude Ap.

If the amplitude and phase of the propagation varies significantly over the
bandwidth occupied by the transmitted signal, then an integrated-amplitude receiver will
measure the integral of the propagation constant, weighted by the spectrum of the

transmitted signal;

v
Bey=Aq| [ Ap(NX(f)df (4.4)
%

where B is the bandwidth occupied by x(¢f).

Thus, this technique cannot resolve differences in propagation as a function of
frequency, and only produces a weighted integral of the propagation amplitude. While
this is sufficient for many useful measurements, it introduces a practical problem as well:
if the receiver filters are not perfectly flat, the deviations from flatness will multiply the
short-time transmitted signal spectrum. The output will exhibit variations which depend
on the short-time spectrum of the transmitted signal, and thus on the message bits being

sent. This message modulation gets worse as the integration time of the detector output is

reduced, because the integral of the short-time spectrum of the product varies more as .

the time interval is reduced.

4.2.2. Phase Receivers

For cw and rsk-modulated signals, an ideal phase receiver can be described which is even
simpler than the integrated-amplitude receiver, since cw and rsk-modulated signals both

. contain unmodulated signal components. A phase receiver for cw and rsk signals can
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Figure 42. Typical block diagram of a frequency-doubling msk phase receiver, with
amplitude output, after Wolf [1990].

simply measure the phase of one or more of these unmodulated components (see
Figure 14). In a practical FsKk receiver, the finite bandwidth of the phase-locked loop (pLL)
which tracks the phase of one of the unmodulated carrier components would admit some
of the modulated signal as well, and therefore the output would exhibit some amount of
message modulation. Further, there would be a tradeoff between measurement time and
the variations due to message modulation; a shorter time constant in the PLL accepting
more of the modulated signal, and resulting in greater message modulation in the output.
A related disadvantage of this type of phase receiver is that, even with rsk signals,
measurements may be made at only two . frequencies, which correspond to. the
-unmodulated carrier components. Even though there is significant energy -at - other--
frequencies, it-cannot be used to measure phase at those frequencies. The main-advantage -
- of this type of receiver is that it is relatively simple to build, and needs no information
~-about the message being sent, other than the spacing of the mark/space frequencies from
the center frequency.
For msx signals, which have no unmodulated components, the coherent-sideband
type of receiver can still be used, if the Msk signal is first put through a frequency-doubler

circuit. This serves to construct an artificial rsk signal from the mMsk input. In the Msk
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MSK Waveform and Frequency-Doubled Signal
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Figure 43. Waveform of Msk signal and an psx signal synthesized from it by a square-law
frequency doubler. The center frequency of the Msk signal has been lowered to 400 Hz to
exaggerate the effects, and offset in amplitude for clarity. The lower trace is the original
MsK signal, and the upper the frequency-doubled result. The message bits being sent here
are ‘o1011’.

input, both carrier frequencies are spread out because the requirement for phase
continuity forces each carrier to be present in two phases, 180° apart. Where rsk may be
constructed from two coherent carriers, by switching between them at zero-crossings, the
MsK, with double the bit rate, can only maintain phase continuity by biphase-modulating
the carriers appropriately, and this modulation spreads the carriers out over a bandwidth

. comparable to the signaling rate. Figure 42 is a block diagram of such a receiver, currently

used by Stanford at a number of field sites for continuous measurements [ Wolf, 1990].- -+ - =

- Figure 43 illustrates the frequency-doubling operation in- the time domain. The-
original Msk signal contains no coherent carrier components, as can be seen by
examination of the phases of the carrier for the ‘0’ bits. The first and second ‘0’ of the
transmitted message are separated by an odd number of ‘1’ bits, and the so the carrier is
switched in phase by 180° between the two bits. However, in the rsk signal synthesized
from the MsK, the frequency-doubling operation has mapped both 0° and 180° phases of

the carrier into the same, 0°, phase. With reference to Figure 16, this operation negates the
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MSK Spectrum and Frequency-Doubled Signal
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Figure 44. Spectra of Msx signal and a frequency-doubled rsk signal generated from it.
The carrier frequency of the Msk signal Is set to 1 KHZ, and the spectrum computed for a
random sequence of data bits {2000 total bits),

effect of the BPsk modulators on the “mark” and “space” frequency carriers, and the
resulting modulation is Fsk, not Msk. This restores the spectral peaks at the mark and
space frequencies, which can be seen in Figure 44.

Receivers which use these techniques exhibit the same limitation described above
for sk signals: as the tracking loop bandwidth is made wider to obtain higher time
resolution, more of the modulated message energy is passed to the output, and the
amount of message modulation increases. In addition, there is a more fundamental
problem involved with the frequency doubling: since ‘it is a non-linear operation;- it
. performs frequency.conversion on.the components of the transmitted msk signal..The..
carrier components which appear in the sk signal at the output of the frequency doubler
were not transmitted, and, in the general case where the propagation is a sensitive
function of frequency, the rsx carriers may be synthesized by the doubling operation
from Msk components which were attenuated and phase-shifted by differing amounts in
propagation. Thus, measurement of the amplitude and phase of the synthesized carriers
does not, in general, give measurements of the amplitude and phase of the channel

transfer function at the carrier frequencies. This deficiency may be reconciled with the
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time-domain analysis by noting that large variations in the amplitude or phase of the
channel transfer function over the frequency range occupied by the msk signal imply that
the impulse response of that transfer function is significant over a time comparable to the
duration of one transmitted bit. Such a circumstance would be a case of large amounts of
Inter-Symbol Interference (1s1), and the waveform during one bit interval will depend on
those before it. As discussed in Section 4.1.2, cases where this is expected to occur include
short, land-based propagation paths, where many waveguide modes are present at

comparable amplitudes.



J.
APPLICATION TO DATA

While the simulation results described above in Chapter 4 demonstrate that the
frequency-dependent analysis techniques used in the present work are suifor accurate
measurements of the transfer function of the vir radio propagation channel, it is the
application of these techniques to field-recorded data which is of scientific interest. In
this chapter, we describe a data set digitally recorded for this purpose at Palmer Station,
Antarctica, and give examples of the application of the new analysis techniques to these

data.

5.1. SIGNAL PATHS STUDIED

For the purposes of this study, four signal paths were studied, all terminating at Palmer
Station, Antarctica (64°w, 65°s). 0 shows the parameters for the signals observed. All of
the signals measured arrive at Palmer over long paths, two of them (NPM, NLK) almost
entirely over seawater, from transmitters in the northern hemisphere. All the listed signals
are modulated with 200 bits/sec MsK, and are strong enough at Palmer to allow accurate

decoding of the bit sequence. The characteristics of these signals as observed at Palmer

. al., 1986; Inan and Carpenter, 1986; Wolf and Inan, 1990]. .

75



76 APPLICATION TO DATA

Figure 45. Great-circle propagation paths for the signals studied in this section. All
originate in the northern hemisphere, and terminate at Palmer Station, Antarctica.

Table 1. Transmitter and Arrival Characteristics

Call Sign | Frequency | Power Latitude Longitude | MagBearing | Path Length
{xuz) (xw) {degrees) (degrees) (degrees) {km)

NPM 23.4 502 21° 25" N 158° 09" w 275° 48° 12,349

N$S 21.4 213 38° 50" N 76° 27" W 350° 00° 11,606

NAA, 24.0 1,200 44°39° N 67° 17’ w 357° 307 12,187

NLK 24.8 245 48°12° N 121° 55" W 318° 24° 13,526

The amplitudes and relative phases of the significant waveguide modes that
constitute the received signals at Palmer Station, as predicted by the 3-p waveguide

propagation model, are shown in Figure 46. For all four signals, the received mode

structure is dominated by a single mode, although the. dominant mode is different for the =~

- different paths. According to Poulsen [1901, p. 46], under typical conditions, the lowest. . ...

~attenuation rates are obtained for the low-order QTe modes (QTE; AND QTE,), and forthe - - -

lowest-order @M mode (QTM;); however, the QTM, mode is most efficiently excited by
the vertical monopole transmitting antennas, and can remain dominant out to quite large

distances, in spite of its somewhat higher attenuation rate.
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Figure 46. Mode structure of the arriving vLr signals at Palmer Station, as predicted by the
3-D waveguide propagation model, for the center frequency of each transmitter. In all four
cases, a single mode is dominant (> 10 DB above the other mode strengths).

With a single dominant mode, the propagation characteristics of the vLF wave
should be a relatively smooth function of frequency, since the ionospheric and ground
conductivities vary smoothly with frequency so that rapid changes with frequency are
most likely caused by the interference between modes of nearly equal amplitude.
Figures 47—50 show the amplitude and phase at the receiver as a function of frequency in
a *200 Hz range around the center frequency, as predicted by the 3-p waveguide
propagation model for the indicated paths. The ambient electron density profile used was
Profile II from Figure 6 for all these calculations. In comparison with-Figure 37, which--
... shows the predicted propagation channel transfer function for a short, land-based, path__
with several significant modes, all the transfer functions in Figures 47—50 vary smoothly
with frequency, with maximum amplitude variations across the 200 Hz bands shown of
about 1 ps, and phase variations of about 0.3°. In addition, there are no sharp features in
the spectrum; sharp features would only be expected in cases where several significant
waveguide modes coexisted, in which case destructive interference can occur at some

frequencies.
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Figure 47. Predicted propagation from NpM in Hawaii to Palmer Station. The predicted
phase has been adjusted to remove constant phase- and group-delay terms, as described in
Chapter-3, since these cannot be measured from the field data without absolute timing
information at both the transmitter and receiver.
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Figure 48. Predicted propagation from nss in Maryland to Palmer Station. The predicted
phase has been adjusted to remove constant phase- and group-delay terms, as described in
Chapter 3, since these cannot be measured from the field data without absolute timing
information at both the transmitter and receiver.
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Figure 49. Predicted propagation from Naa in Maine to Palmer Station. The predicted
phase has been adjusted to remove constant phase- and group-delay terms, as described in
Chapter 3, since these cannot be measured from the field data without absolute timing

information at both the transmitter and receiver.
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Figure s0. Predicted propagation from NIk in Washington te Palmer Station. The
predicted phase has been adjusted to remove constant phase- and group-delay terms, as
described in Chapter 3, since these cannot be measured from the field data without

absolute timing information at both the transmitter and receiver.
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Although the above results illustrate signal characteristics under ambient
(unperturbed) ionospheric conditions, the perturbation to the signal due to the
appearance of localized disturbances along its propagation path (i.e., due to lightning-
induced electron precipitation) is also expected to be a smooth function of frequency,
when a single, low-order, mode is dominant. For a single waveguide mode, the phase
perturbation (A¢) induced by a change in ionospheric reflecting height (Ak) is given by
[Inan and Carpenter, 1987]:

Ap __2nf| B (52)
dAh~ he (2R, " '

where:
B (2n—1A
is the order of the mode,
- is the length of the path under the perturbation,
is the wavelength,
is the radius of the Earth,

is the wave frequency, and
is the speed of light.

N’;UP’SZL.:S

o e

For low-order modes in the 2030 kHz range, and a typical reflecting height of
90 KM, the first term in the brackets dominates the C,f term, and the phase perturbation is
simply proportional to frequency, representing essentially a group delay. In such a model,
the amplitude perturbation is simply due to increased absorption at the lower altitudes,

and is varies insignificantly with frequency over the range occupied by these signals.

5.2. RECEIVING, RECORDING AND PROCESSING OF DATA

The receiving equipment for this experiment consisted of a set of 1ay-style crossed-loop
.- antennas, which are single loops of #6 cable, supported in an isosceles triangle 9 meters
tall and 18 meters across at the base [Paschal, 1978], a broadband vLF preamp and line
receiver, and a digital data recording system, as is illustrated in Figure 51. All parts of this
| system, except for the digital recorder, have been in use since 1988 at Palmer station for a
variety of ionospheric and magnetospheric studies [ Wolf, 1990]. In addition to the digital
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Figure 51. Diagram of the receiving and recording equipment used to acquire the data
analyzed in this chapter.

wideband recordings made for this experiment, the existing narrowband data system was
used to monitor activity on the signal paths, in order to determine when to record
broadband data. In this way, many examples of lightning-associated vLF signal
perturbations were obtained, despite the limited recording capacity of the digital
wideband recorder (5 minutes per event, and about 5 hours total).

To reduce interference from the generators and other equipment at Palmer Station,
the loop antennas are situated on a-glacier in back of the station, about1 xm from-the--
- main buildings. The-signals received by the loops.were.amplified. by the preamps, and..
driven differentially on lines back to the recording hut. There, a line receiver unit supplies
gain, filtering, and buffering, and allows the injection of calibration signals. The
conditioned analog signal is then passed through an anti-alias filter, digitized at a rate of

100 KHZ, and stored on optical disk.
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5.2.1. Antenna Efficiency

Since the antennas used are electrically small loops, compared to the wavelengths of
signals in this frequency range, they are sensitive to the B-field of the incoming waves,
and are most sensitive to plane waves arriving in the plane of the antenna loop; thus, the
N/s loop is most sensitive to waves arriving from the North or South, and the &/w loop to
waves from the East or West. The antennas are aligned to within +5° of geomagnetic N/s
and E/w.

Most of the data used in this work were recorded from the n/s'loop antenna, since
it gives the largest signals from the North American transmitters Nss, Naa, and NLK.
Although the N/s antenna orientation nearly nulls the reception of Nem, this is partly
compensated by the fact that the NpM signal to Palmer propagates almost entirely over
water, with relatively little attenuation. The great-circle propagation paths for the other
frequencies are over land for significant parts of their length, and the signals arriving at
Palmer are attenuated. The net result of these effects is that the amplitude of the listed
signals in the wideband spectrum observed by the N/s antenna are close to equal, as can
be seen in Figure 40.

The ultimate limit to the performance of a VLF receiver using a loop antenna is set
by the resistance of the wire used for the antenna, and its relationship to the area enclosed
by the loop [Paschal, 1988]. The wire resistance contributes thermal noise to the receiver
input, and, even with a noiseless receiver, limits the weakest detecsignals. This noise

voltage is given by:

E, =.J4kTR, (5.2)

where:
E, is the noise voltage density, in V- Hz ™V,
k is Boltzmann’s constant,
T is the temperature of the wire, and
R is the resistance of the wire.

/]

Since an incoming plane wave, arriving from a direction in the plane of the loop, induces

a voltage on the antenna of:

V, = joNAE, /c (5.3)
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where:
is the number of turns of wire in the antenna,

is the area of the antenna bundle,
is the electric field strength of the wave, and

RN

is the speed of light,

the noise introduced by the resistance of the antenna wire is equivalent to an arriving

wave of magnitude:

§ = cJ4kTR,

"= oNA (5.4)

where:

S, is the antenna sensitivity, in V-m™ Hz 2,

This sensitivity is a spot noise density [Motchenbacher and Connelly, 1993, p. 44],
and is a function of frequency. Over the bandwidths of typical vLF signals, however, the
sensitivity only varies by ~1 percent, so that we can use the carrier frequency in the above
expression, to calculate the minimum detecsignal from the spot noise density and the

post-detection bandwidth, B, occupied by the signal:

Emiﬂ = Sa ‘/E

_ ¢yJ4kTR,B (5.5)

~ 2nf.NA

where E,;, is the incoming signal strength, in V-, which would give o s signal-to-
noise ratio at the output of a noiseless receiver connected to the antenna in question. For
the type of loop antennas used at Palmer, Paschal [1978], estimates the antenna noise
component at about 0.016 pV/m, over a bandwidth of 500 Hz, at a center frequency of
- 25 KHZ. This is a theoretical limit-to the detecsignal with the-Palmer antenna, and does...
not account for the noise in the receiver, nor for atmospheric sources of noise. However,
the sensitivity of the 1Gy-type antenna is typically about 20 DB better than the.
atmospheric noise levels normally present in the 20-30 kxuz frequency range [Fraser-
Smith and Helliwell, 1085].
A loop antenna responds to the rate of change of the magnetic field passing
through the enclosed loop area, so that the voltage induced on the loop increases linearly
with frequency. However, the loop impedance contains an inductive component, and,

- above the frequency where the loop’s inductive reactance equals the input impedance of
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the loop and receiver input stage, the increasing antenna reactance offsets the increasing
induced voltage, and the current flowing into the receiver input becomes independent of

frequency. The input turnover frequency is given by [ Paschal, 1988]:

2
=t (56)
where:
R, is the input resistance of the preamplifier,
m : is the turns ratio of the input transformer, and
L, is the inductance of the loop.

The frequency response of the system is limited on the low end by f,, which for the
Palmer system is about 300 Hz'.

At the higher-frequency end, the magnetic loop antenna performance begins to
deviate from that described above when the size of the antenna is a significant fraction of
a wavelength of the incoming wave, so that, at any instant of time, the magnetic field
strength varies across the loop. However, since this occurs at frequencies outside the band
of interest by several orders of magnitude, the high-frequency response is limited only by

circuit and system considerations discussed below.

5.2.2. Preamp Frequency Response and Noise Figure

Since the antenna is located at some distance from the recording equipment, its output is
fed into a preamplifier, and then driven on a balanced differential analog transmission
line, down to the recording hut about 1000 meters from the antenna site. The

combination of the antenna and preamp determine most of the characteristics of the

recording system, including the low-frequency response, flatness of gain, phase delay; and-- -—
“noise level. The only major characteristic controlled by the recording system itself is the -

high-frequency response, which is sharply rolled off by the anti-alias filter.

U The antenna/preamplifier system used at Palmer has the following parameters:
R,=263Q, m=64, L =651H,and R, =0.0615Q.



APPLICATION TO DATA 85

Palmer Antenna and Preamp Frequency Response
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Figure 52. Amplitude response of the Palmer antenna and preamp. The system is flat to
within 1 b8 from 1100 KHZ, as shown in the top panel. The bottom panel is an expansion

- of the response over the range of interest in this work, showing that the response is flat to
within better than 0.01 DB over the typical 500 mz bandwidth occupied by an msx-
modulated vir transmitter.

The frequency response of the Palmer antenna and preamp are shown in Figures 52
and 53, and from those figures it is apparent that the gain and phase errors are
insignificant over the 2030 xHz frequency range occupied by the Msk-modulated vir
transmitters studied in this work.

The system noise is dominated by the noise in the front end of the receiver, which
was designed to provide a noise figure of about 4 pB at the lower frequencies, where the
antenna sensitivity is lower.-At higher frequencies, the noise factor increases with-the-.
~'square” of ‘the frequency, ‘which offsets- the linearly “increasing antenna sensitivity -to~-
produce a broad minimum in system sensitivity. The signals.studied in. this work are in
the 2030 xHz range, for which the combination of antenna and preamp has a noise
density equivalent to an incoming plane wave of about 0.02 pV.m - Hz 2. Over the
entire 30 KBz bandwidth of the recording system, this translates into a broadband system
noise of about 3.5 pv/M, rMs, which is much lower than the noise from atmospheric

sources [Fraser-Smith and Helliwell, 1985].
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Palmer Antenna and Preamp Phase Delay
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Figure 53. Phase response of the Palmer antenna and preamp. In the bottom panel,
covering the 1030 kxuz frequency range, a constant phase and group delay have been
- removed, to show the phase error. Over any 500 Hz range, the phase error is much less
than 0.1°

After transmission to the recording hut, the balanced signal from the line is
converted to a single-ended signal, filtered, and amplified to useful levels by the receiver.
The receiver consists of two components: the line receiver, which performs most of the
processing, and a time code mixer, which mixes in a 10 kHz modulated time- and phase-
reference tone, without altering the signal level. As all this processing is performed with
signals which have already been amplified well above the noise floor of the processing

-equipment, the effect of noise in the later amplification stages on the gain, phase, and - - wccr
. noise are minimal. Since the calibration data were taken with this equipment, this noiseis. . ...

- included in the above figures, but is insignificant in comparison with the effects of the.

preamp and antenna.
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Palmer Antenna and Preamp Sensitivity
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Figure 54. Sensitivity of the Palmer antenna and preamp, expressed as the electric field of
an incoming wave which gives an output equal to the system noise density. The noise

. figure of the preamp is the difference between the “System” and “Antenna” curves, and
approaches 4 DB at frequencies below a few kuz. Above 10 KHz, the preamp noise figure
increases with the square of the frequency, and the system becomes less sensitive.

5.2.3. A/D Converter and Storage System

The wideband viLr data are recorded in fully digital form, using commercial equipment
and custom software for the filtering, conversion and storage of the broadband data. The
output of the receiver first passes through a “brickwall” low-pass filter, with.a cutoff of .
* over 100 DB per octave beyond 33 KHz, to remove signal components which-would: cause -
aliasing, The data are then sampled at 100 KHz, using a 16-bit A/D converter encapsulated
in a metal enclosure to reduce the electromagnetic interference from the host pc, so that
true 16-bit performance can be achieved.

Converted data are stored first on the hard disk, in a circular buffer capable of
retaining up to five minutes of data. The sampling system can run continuously, saving
the most recent data, which allows the operator to trigger saving of the data when an
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interesting event is observed. While the system is recording, there is no analysis possible
of the incoming data. However, other instruments available at Palmer give good
indications of activity, including on-line displays of vLr signal perturbations on the paths
studied in this work. These available displays were used to control the capture of data.

Once five minutes of data are stored on the hard disk, they must be copied to the
optical (worm) disk before another recording may be made, due to storage limitations on
the hard disk. This process takes nearly an hour, after which the system is again ready to
record. For post-processing, the data from the worm disk are loaded onto the hard disk
of the analysis computer, using the algorithms described in Chapter 3.

5.2.4. Noise Calibration Measurements and Dynamic Range

The recording system was checked for noise performance by replacing the antenna with a
dummy loop, having the same impedance, but no collecting area, effectively removing the
incoming VLE signal from the output. What is left at the output is largely preamp noise,
the time mark, and its harmonics. By injecting a low-level signal into the calibration
input, we can measure the minimum detecsignal in the presence of the preamp noise.

A spectrum recorded during such a test is shown in Figure 55, which shows that a
test tone at 5.5 KHz, 95 DB below the clipping level, is easily detectable. Also visible are the
harmonics of the time mark, and the shape of the anti-alias filter cutoff at 33 kHz. From
Figure 55, it can be seen that the preamp noise is about 10 DB above the noise floor set by
the a/D converter, so that the recording system does not limit the detection of low-level
signals. The preamp has a very large dynamic range, about 120 b8 in a 1 Hz bandwidth
[Paschal, 1988], larger than the recording range of the a/p converter. Therefore, the

recording level is set so that the sum of all the coherent vLF transmitters in the 033 xuz

- range is about 10 pB below clipping, so that large-amplitude signals, such as intense . . .-

spherics, are clipped, and most of the dynamic range is available for recording the signals- - -

of interest.
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System Test Data; 5.5 kHz tone @ -90 dB, with time mark
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Figure s5. Data recording systemn noise and signal detectability. The lower line shows the
noise floor of the A/p and processing system only, while the upper line shows a recording
through the entire system, with the time mark at 10 kHz, and a calibration signal injected
at 5.5 KHZ, 95 DB below clipping. The calibration signal is easily detectable, even at this low
level, Tlarmonics of the time mark can be seen, as can the rolloff of the anti-alias filter
above 33 KHz. The vertical scale is calibrated so that a sine wave input which just reaches

the clipping levels is o pz.

5.3. PROCESSING SYSTEM

The analysis of the data recorded at Palmer was conducted at Stanford using an 18M pc-_ .
compatible computer equipped with-a board- containing a we bpsp-32¢ - chip -and ~
associated memory. Since the data were already recorded digitally, this board- contained--
- no signal conversion circuitry, but accelerated the processing of the data by several orders -
of magnitude. The software to implement the processing algorithms was written in a
combination of ¢ and psp-32c assembler, with the ¢ code on the host pc performing data
1/o and high-level tasks, and the psp-32¢ code optimized for running the large filters and

transforms involved. With minimal attempts at optimization, the software runs in nearly
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real time on this hardware, with most of the processing work involved with the
downconversion from broadband data to the complex baseband signal.

The results of the processing were displayed with custom software, cither on-
screen, or printed on charts for comparison with existing data, or converted into Matlab

for further processing or image display.

5.4. MSK SIGNALS ON EXPECTED SINGLE-MODE PATHS

~ As discussed in Section 5.1,. the signals recorded and analyzed in this work are all
predominately single-mode, and are expected to yield propagation channel transfer
function estimates which are smooth functions of frequency. In addition, the single-
mode theory predicts that, when LEp-associated perturbations to this transfer function
‘are seen, the perturbation should also be constant across the band of frequencies
illuminated by the signal. We now compare representative data from the field with the
predictions, both for the time-average propagation channel transfer function, and for the

LEP-induced perturbations to this transfer function.

5.4.1. Time-Averaged Propagation Channel Transfer Functions

Following the procedure described in Chapter 3, the time-averaged propagation channel
transfer functions were computed for selected data runs; a typical set of results are
presented in Figures 56—59. When these measured transfer functions are compared

directly with the predictions in Figures 4750, the following differences are seen:

1) -The signal received from Npm on the N/s antenna is higher than the prediction. = ... __

by about 7 B, and has more variation with frequency.

2) The nss measurement has an amplitude slope of about +1 DB over 200 Hz, while

the predicted slope is about -1 DB over the same range.

3) The Naa measurement shows no amplitude slope, and is also about 5 pB lower

than the prediction.

4) The NLk measurement is about 5 bB lower than the prediction.
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Figure 56. Average propagation channel transfer function and 95% confidence limits for
the npM-to-Palmer path, for a 5-minute data set collected on the n/s loop antenna. This
antenna has a null nearly in the direction of NpM; the amplitudes have been corrected for
the expected antenna response.
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Figure s57. Average propagation channel transfer function and 95% confidence limits for
the nss-to-Palmer path, for a 5-minute data set collected on the n/s loop antenna.

91
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Figure 58. Average propagation channel transfer function and 95% confidence lmits for
the naa-to-Palmer path, for a s-minute data set collected on the n/s loop antenna.
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Figure 59. Average propagation channel transfer function and 95% confidence limits for
the NLK-to-Palmer path, for a 5-minufe data set collected on the n/s loop antenna.
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There are many uncertainties which affect the predictions, and, to a lesser extent,

the measurements;

1) The electron density and collision frequency altitude profiles were assumed
constant (“Profile II” from Figure 6) everywhere along the propagation path; in
reality, the profiles are not known, and can be expected to vary along the path.
For the predominantly single-mode signals studied here, the main effect of
increasing the electron density would be to lower the reflection height, and the
increased collision frequency at the lower altitudes would be expected to .

increase the absorption, and reduce the overall amplitude.

2) Although the Nss, Na4, and NLK paths are well within the nighttime hemisphere
at the time these data were taken, NpM was near the terminator (2043 local time).
Since the ionospheric electron density is very different between dark and
illuminated portions of the ionosphere, the different propagation characteristics
might cause refraction of some of the signal energy, resulting in an enhancement

at the receiving site.

3) The radiated power from the transmitting antenna is known only approximately
[Rodriguez, 1994]. This should only affect the comparison of the overall signal

levels.

4) The transmitting and receiving antennas are assumed to be electrically small
dipoles by the 3-p waveguide propagation model, when computing modal
excitation coefficients. This mirrors the actual construction of typical
transmitting antennas [Watt, 1967, p. 253}, but the receiving antennas are
actually small loops (magnetic dipoles). Thus, the comparison of the
measurement to the prediction depends on both the ratio of the - and s-field

components of the incoming wave, and the orientation of the receiving antenna. .

Of these factors, (2) is an important subset of (1), since the effect of the day/night
terminator on VLF radio propagation is due to the very different electron density profiles
between daytime and nighttime. The third uncertainty is of no consequence except when
comparing absolute amplitudes, and may be measurable during the daytime, when
propagation conditions are more stable. Therefore, if we can account for the effects of the

last item in the above list, the processing described in this work becomes a tool for the



94 APPLICATION TO DATA

determination of parameters of geophysical interest: the electron density and collision
frequency profiles along the signal propagation path.

Figure 60 illustrates the importance of knowing the modal structure of the
incoming signal, particularly when that signal is being received on an antenna which is

nearly nulled to the direction of arrival. In the ideal case, where the incoming wave is a
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- Figare 60. Effect of mode structure of incoming wave on received signal, for a small loop
antenna. The small loop is sensitive to the time-varying component of the magnetic field
which is perpendicular to the plane of the antenna. In the top panel, the wave has no
magnetic field component in the direction of propagation, and the familiar cosine antenna
pattern results. In the middle, a mode which has a significant magnetic field in the
direction of propagation will produce an additional output. In the bottom panel, when
such a wave is received by an antenna which is nulled (perpendicular to the direction of
arrival of the signal), the output is due solely to the non-transverse component of the
magnetic field.
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pure plane wave, or is pure transverse magnetic (TM), the relation of the H , component
to the E, component is simply the wave impedance, and there is no H, component. In
such a case, the measurements may be compared to the predictions of the 3-p waveguide
propagation model simply by allowing for the cos® response of the antenna.

If the incoming wave is not T™, then we must consider the effect of the H,
- component on the recorded signal. The non-zero H, component rotates the total
magnetic field vector toward the axis of propagation, and it is the angle between the total
H vector and the antenna normal which must be used when calculating the antenna
- response.-If the mode in question has non-zero H,, then a significant error may be...
induced by using the simple cos8 response, when the antenna is nearly nulled, to infer
the total H or total E for comparison with the 3-p waveguide propagation model results.
In addition, the ratio of H, to E, varies with the waveguide mode number, and so this
effect may alter the predicted mode structure as seen at the receiver.

In the data recorded for this work, the only signal which is nearly nulled on the ~/s
loop antenna is NpM. To evaluate the importance of this effect, data recorded on the g/w
antenna were also analyzed, since for this antenna, the direction of arrival of the signal
from NPM is nearly in the antenna plane, rather than along a null. The time-averaged
propagation channel transfer function from these data is shown in Figure 61.
Unfortunately, the recording equipment used at Palmer does not have the capacity to
record from both the N/s and E/w antennas simultaneously, so the data in Figure 61 is
from a different day. Nevertheless, the variation with frequency is smoother (compared

to Figure 56), and the amplitude agrees well with the prediction of the model.
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Figure 61. Average transfer function of the propagation channel from npm to Palmer, as
observed on the e/w antenna, which has a maximum response nearly in the direction of
the great circle path to npm,

5.4.2. LEP-Induced Perturbations to Transfer Functions

In the data recorded at Palmer, there are a number of perturbations to the time-averaged
propagation channel transfer function which display the sudden onset and slow recovery
typical of the LEP-induced perturbations described in Chapter 2. The single-mode theory

- discussed in Section 5.1 predicts that these disturbances should. result in changes.to.the. .

propagation channel which are only a slowly-varying function .of frequency. .

Data showing 10 perturbations on three signal paths (some simultaneous on two of
the paths) are presented in Figures 62—67. Within the resolution of these displays, the
perturbations all are uniform across frequency, as would be expected for a single

dominant waveguide mode.
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Figure 62. Two transfer function perturbations on the nem-to-Palmer path, one at ~18¢
seconds and one at ~290 seconds. The data have been smoothed, and the static portion of
the transfer function suppressed,
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. Pigure 63. An expansion of the time axis in Figure 62, showing the single LEP event with an

onset at about 182 seconds from the start of the record (07:18:02 ur). The perturbation is
an amplitude decrease and a phase advance, and is smooth in frequency.
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-Figure 64. Four transfer function perturbations on the nss-to-Palmer path, at ~10, ~50, - . ...

~75, and ~110 seconds. The data have been smoothed, and the static portion of the transfer
function suppressed.
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Figure 65. An expansion of the time axis in Figure 64, showing two Lep events with onsets
at ~50 and ~77 seconds from the start of the record (09:00:50 and 09:01:17 ut). These
perturbation are amplitude increases and a phase advances, and are smooth in frequency.
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Figure 66. Four transfer function perturbations on.the Naa-to-Palmer path, coincident
with those on Nss, from Pigure 64. The data have been smoothed, and the static portion of
the transfer function suppressed.
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Figure 67. An expansion of the time axis in Figure 66, showing two LEP events with onsets
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perturbation are amplitude increases and a phase advances, and are smooth in frequency,
and are coincident with the perturbations on nss.



6.
SUMMARY AND SUGGESTIONS FOR
FUTURE WORK

6.1. SUMMARY OF RESULTS AND CONTRIBUTIONS

In this dissertation, we have developed a novel technique for the measurement of the

propagation characteristics of vLr radio waves in the earth-ionosphere waveguide, which

* takes advantage of modulated transmissions to characterize the propagation channel over
a band of frequencies. The technique for measurement of the transfer function of the
propagation channel does not rely on assumptions about the characteristics of that
transfer function, as have all previous techniques reported in the literature.

This introduction of frequency as an independent variable in the propagation
measurements allows direct comparison with existing propagation theory, and thus
constrains the ionospheric parameters (electron density and temperature, as a function of
altitude) which control the propagation of the vrr waves. Knowledge of these parameters
is important in studies of the physics of the lower ionosphere, and measurements of them .
are difficult to perform by other means. Comparison of results of model calculations with.-

-measured transfer function data will allow the remote sensing of these parameters, on-a -
continuous-time basis, and on a global scale.

In addition, simulation results presented here show that this technique is capable of
detecting evidence of multiple-mode propagation and mode coupling, when these effects
are significant. It is important to consider the mode structure of the incoming wave at the
receiver, since common receivers use small magnetic loop antennas, which are not
directly sensitive to the vertical electric field of the wave. This effect is of particular
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importance when the direction of arrival of the incoming vLr wave is nearly in the plane
of the loop.

Finally, application of this technique to a data set collected at Palmer Station,
Antarctica shows that the measured transfer functions of the propagation channel do not
exhibit sharp variations in frequency. This result is in general agreement with the
predictions of the 3-p waveguide propagation model, and indicates that, on these paths,
the mode structure of the received signal is dominated by a single waveguide mode.

However, there are quantitative differences between the measurements and the

~predictions, which indicate that there are significant differences from the assumed . - - ...

electron density and/or temperature profiles.

6.2. SUGGESTIONS FOR FUTURE WORK

Since the focus of this work has been the development of the measurement technique,
only a very limited data set has been analyzed. There is much room for the application of
the techniques described here to larger data sets, and to propagation paths expected to
show effects of more geophysical interest. For example, study of larger data sets from
Palmer could determine the diurnal variations in the transfer functions of the four
propagation channels studied in this work, as well as variations with geomagnetic -
activity. These data, in combination with model calculations using assumed ionospheric
density and temperature profiles, could be used to test the extent to which the profiles are
influenced by other factors, since the frequency-dependent processing yields many points
of comparison with the models. In addition, a study of shorter, land-based paths might
be expected to capture LEP-induced VLF signal perturbations which show detecdifferences
across the available band of frequency; these would yield direct measurements of the
transfer function perturbation, which could be directly compared with model results for
the scattering from such perturbations.

Finally, some of the processing techniques investigated as a part of this work may
hold promise for other analysis of field data in the future. This is particularly true given
the rapid advance in the capability of inexpensive signal processing hardware. Examples
of these techniques would include impulsive noise removal from broadband recordings,
and the use of the phase of the subionospheric Msk signals as a time reference for phase

studies of magnetospheric signals.
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6.2.1. Impulsive Noise Removal for Broadband Recordings

One of the processing steps described in Chapter 3 is applied to the broadband data,
before filtering and decimation to a lower sampling rate: the suppression of impulsive
interference. In this work, we simply followed standard practice, and filtered and clipped
the broadband data samples. However, some experimentation was done with more
sophisticated techniques of interference suppression, by recognizing the impulses and
excising them from the data set. This produced little gain in the narrowband analyses--
performed here, but may be of value to broadband studies, where spectral representations -
are used which cover 10 kuz or so, and in which the masking effect of the impulsive

interference from spherics is significant.

6.2.2. Implementation of Real-Time Processing

The data in this study were gathered via broadband recording, followed by post-
processing to yield the propagation channel transfer function estimates. While this is
useful for development of these techniques, this implementation is not suifor general use
in the field, because limitations on recording rates and capacity do not allow the analysis
of the large data sets typically required to reveal novel geophysical phenomena. In
addition, the upper frequency is limited by the recording rate of the sampling hardware,
and does not allow the analysis of frequencies above about 33 kxmz in the current
implementation.

To overcome these limitations, the techniques described in this work must be
implemented in a field-equipment receiver, and must operate in real time. Fortunately,
the complex processing is largely done after the individual transmitter has been isolated
- from the broadband data, and resampled at a lower data rate. The isolation.of.individual...
- transmitters is a much simpler-process, but must be implemented-efficiently, since this-

- processing must be applied to. the entire broadband data stream. .

This partition of the processing into a high data rate, low complexity, front end,
and a low data rate, high complexity, back end, is not atypical of modern signal
processing systems, and may be used to advantage in the design of a field receiver. A
block diagram of one possible receiver is shown in Figure 68. In this receiver design, the
entire processing path is digital. There are identical channel units, each of which

- performs the estimation process on one propagation path, and which plug into a front
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Recelver; Low-Pass 30 KHy, fixed-point o high-rate
Anti-Alias Filter; » broadband recorder
Filter Resample
AD 200 KHz, fixed-point High-Pass
Comester Fiker
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Channel Channel Channel
Board Board Board
h 4 r
Downconvert; Downconvert; Downconvert;
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float float float
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I I . [
To low-rate,
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Figure 68. Possible implementation of the processing described in this dissertation, in a
form suitable for use in the field. In addition to the propagation channel transfer function
estimation, this receiver also provides a broadband output, which contains the whistler
data. There is a single A/D converter and front-end processor, and a number of identical
channel cards, each of which performs the transfer function estimation for one signal

path.

end containing the a/D converter and broadband filtering and clipping functions. Each of
the narrowband cards can analyze a single transmitter in the 10-60 KHz range. In
addition to the narrowband outputs (one for each channel card), this receiver provides a
broadband digital output covering the frequencies below about 10 xkHz, which contains
the whistlers and other magnetospheric signals of interest.

In this receiver, the processing is divided among psp elements with different
capabilities, which allows us to perform those filtering and conversion functions which
occur on the broadband data, and therefore at high rates, using fixed-point processing,
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and to perform the more complex estimation procedure using a slower, floating-point,

DSP unit. Approximate processing loads for the different types of processors are:

Table 2. Processing Rate Requirements for Field Receiver

Element Math Type Rate
Low-Pass Filter, Clip Fixed, 12 bits 40 MOPS
High-Pass Filter, Clip, Resample Fixed, 12 bits 40 MOPS
Downconvert, Filter, Resample Fixed, 12 bits 50 MOPS
] Demodulate, Spectral Estimation | Floating-point 2 MFLOPS

Although the processing algorithms used in the final step could be scaled into
- fixed-point form, the low computing rate required (due to the fact that all this processing
is happening at the lowered sample rate of 1 kHz) makes a floating-point processor
attractive, for ease of implementation. '

In such a receiver, the channel cards are identical, and the parameters which govern
their operation (center frequency, modulation, bit rate, efc.) could be downloaded at the
start of operation from a host computer, which could also provide the recording system.
For example, a receiver designed along these lines could interface to the host computer
via a scsl interface, and appear as a peripheral to the host system. This would allow the
entire code run by all the processors in the receiver to be loaded from the host computer,
and additional types of processing could be accommodated with software changes.

An additional advantage of such an approach is that channel cards may be
programmed to analyze other types of signals. For example, cards to process LORAN and
Omega signals could be built, and operate alongside those working on the Msk-
modulated signals. Although not shown in the diagram, a data path from the front-end
 lowpass filter output .could be provided to the channel cards, and a channel card could be...
- used to detect interesting events, such as whistler arrivals; these triggers could be.used.to...
- “freeze” a buffer on the broadband data, and dump it to the recording system for later, -

off-line, analysis.
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6.2.3. Measurements at Separated Stations

One of the possible applications of the receiver described above is to make measurements
at separated stations, using clocks synchronized with aps receivers. Clocks may be
synchronized with this method to better than 10 nsec accuracy, which corresponds to 0.1°
of phase at 30 xuz. This interferometry technique may be able to reconstruct the field
scattered by a transient disturbance to the earth-ionosphere waveguide, and thus provide

information on the source and location of the disturbance.

6.2.4. Studying Shorter, Overland Paths

Although all the data analyzed in this work was collected on long propagation paths,
largely over seawater, the simulation results presented in Chapter 4 indicate that the
shorter, overland, paths should provide the largest deviations with frequency, and, hence,
the largest sensitivity for measurements of the electron density and temperature profiles
using these techniques. Such data could be gathered, for example, at Stanford, from nss
(Annapolis, Mb), Naa (Cutler, ME), and particularly the Air Force transmitter operating
at 48.5 kHz (Silver Creek, NE). The latter is a path which often experiences transient
disturbances, but the higher frequency of this transmitter would require a recording
system with larger bandwidth than that used in this work, which only allowed

measurements to about 33 KHz.

6.2.5. Use of Other Transmitters

‘The vLF and LF regions of the spectrum are crowded with transmitters, in addition to the
large Msk transmitters used in this study. The transmitters most suifor use in these
studies are the LORAN transmitters, which transmit a coded pulse format centered at
100 kHZ, and the Omega transmitters, which transmit long pulses in the 10-14 xuz
frequency range. Both systems are used for navigation: the Omega system is less accurate,
but has global coverage; LorAN covers mainly coastal and populated areas, but provides
more accurate position information.

An advantage of the LORAN transmissions is that they consist of accurately-

controlled pulse trains, which are transmitted first by a master transmitter, and echoed
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. after a known delay by a series of slave transmitters. The pulse format is controlled so that

“the third zero crossing is accurately placed, and the duration of the pulses is short enough
so that the spectrum of a LORAN transmitter extends up to 40 KHz or so away from
100 KHZ. This broad spectrum may prove useful in multi-frequency measurements in the
future, though, again, measurements can only be made with hardware built for the

- purpose. Since the transmissions are pulsed, the estimation technique used in this case
may estimate the impulse response of the earth-ionosphere waveguide, rather than
performing the estimation in the frequency domain.

.. The other widely-used navigation system operating in the vLF portion of the.:
spectrum is the Omega system, which consists of eight transmitters scattered around the
globe. These transmitters operate using signals which consist of a series of pulses in the
10-14 KHZ range. An advantage of the Omega system, as with LORAN, is that no message
information is being sent, and so the demodulator need only estimate the time of arrival
of the signal of interest, rather than estimating a bit sequence as well. Also, the Omega
system transmissions cover a range of frequencies much wider than that occupied by the
MSK transmitters. The main drawback to the Omega transmitters is that, because of the
pulsed-cw format, they cover their entire list of frequencies every 10 seconds. This
provides sufficient resolution for studies of the ambient electron density and temperature
profiles, but is not sufficient to study Ler-induced perturbations and similar events.

One final possibility which should be mentioned in connection with this work is
the eventual use of purpose-built transmitters, sending signals coded to optimize the
estimation process, rather than to communicate data. Such a modulation would ideally
provide a wide bandwidth (limited only by antenna matching considerations), with equal
power density in all the frequency bands of interest. This is akin to traditional spread-
spectrum techniques, because a spreading code is used to widen the transmitted

bandwidth far beyond the baseband spectrum of the data involved.
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