The effect of electron and ion temperature on the refractive index surface of 1–10 kHz whistler mode waves in the inner magnetosphere
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Abstract Whistler mode waves in the magnetosphere play an important role in the energy dynamics of the Earth’s radiation belts. Previous theoretical work has been extended to include ions in the fully adiabatic warm plasma theory. Using a finite electron and ion temperature of 1 eV, refractive index surfaces are calculated for 1–10 kHz whistler mode waves in the inner magnetosphere ($L \lesssim 2.5$). For the frequencies of interest, a finite ion temperature is found to have a greater effect on the refractive index surface than the electron temperature and the primary effect is to close an otherwise open refractive index surface. Including a finite ion temperature is especially important when the wave frequency is just above the local lower hybrid resonance frequency. For wave frequencies more than $\sim 1$ kHz above the local lower hybrid resonance frequency, including the ion temperature has a negligible effect on the refractive index surface calculation. The results are used to assess previous conclusions on whether in situ whistler mode sources can be realistically used to precipitate energetic electrons. It is found that the number of in situ sources needed to illuminate the inner plasmasphere ($L \lesssim 2.5$) with whistler mode energy may be greater than previously predicted.

1. Introduction

Resonant interactions between very low frequency (VLF) waves and energetic electrons are a primary loss mechanism for energetic particles trapped in the Earth’s radiation belts [Kennel and Petschek, 1966; Lyons et al., 1972; Inan, 1987]. The landmark study by Abel and Thorne [1998a, 1998b] estimated loss rates of energetic radiation belt electrons in the 100–1500 keV energy range induced by resonant interactions with a variety of plasma waves, including plasmaspheric hiss, lightning-generated whistlers, and VLF transmitter signals. It was found that anthropogenic, ground-based VLF sources have a significant impact on 100–1500 keV electron lifetimes at $L \lesssim 2.6$. The actual amplitudes of ground-based anthropogenic VLF sources in the magnetosphere have recently been a topic of active discussion in the literature [Starks et al., 2008; Tao et al., 2010; Foust et al., 2010; Shao et al., 2012; Graf et al., 2013]. Overall, there is a consensus that man-made sources play a measurable role in radiation belt dynamics and this has been the motivation behind several dedicated wave injection experiments with ground-based VLF sources [Inan et al., 2007; Graf et al., 2011; Golkowski et al., 2011].

Inan et al. [2003] proposed the use of spacecraft to radiate whistler mode waves directly into the inner radiation belts for controlled precipitation of energetic electrons. In situ injection eliminates the problem of ionospheric absorption that limits the effectiveness of ground-based injection. Comparison to the results of Abel and Thorne [1998a, 1998b], led Inan et al. [2003] to conclude that a spaceborne transmitter has the potential to drive diffusion rates an order of magnitude greater than that of ground-based VLF transmitters in the key band of 1–10 kHz. Another advantage of in situ injection is the opportunity to more easily leverage magnetospheric reflections [Edgar, 1972], which allows a single wave packet to continually propagate in the magnetosphere for several seconds. Magnetospheric reflections do not occur for wave frequencies of 16–50 kHz that are more typical of stationary ground-based transmitters.

Although the study by Inan et al. [2003] made a strong case for the effectiveness of deploying in situ sources for precipitation of radiation belt electrons, three key issues on the feasibility of such an approach were left unanswered. First, it was necessary to investigate how whistler mode wave energy from an in situ source would be dispersed throughout the inner magnetosphere. If, for example, raypaths do not propagate far
The first issue mentioned above was addressed by Kulkarni et al. [2006], while Kulkarni et al. [2008] addressed the second and third. Specifically, the former study used numerical ray tracing, a Landau damping calculation and a realistic model of antenna propagation in a magnetoplasma to conclude that three specific injection sites considered here were 5.4 kHz 9 kHz 2.2 kHz 3.8 kHz 2.5 kHz 4.2 kHz 3.8 kHz 4.2 kHz 3.5 kHz 5.2 kHz 4.2 kHz 5.2 kHz 1.2 kHz 2.0 kHz 2.3 kHz 3.2 kHz 3.8 kHz 5.2 kHz 2.3 kHz 3.8 kHz 1.3 kHz 2.2 kHz 3.2 kHz 4.2 kHz 2.5 kHz 3.8 kHz 1.2 kHz 2.0 kHz 2.3 kHz 3.2 kHz 4.2 kHz

The ray tracing calculations performed by Kulkarni et al. [2006, 2008] neglected the effects of finite ion and electron temperature in determining wave propagation trajectories in a cold, smooth magnetosphere. However, a finite electron and/or ion temperature can affect the propagation of wave energy, which in turn might modify the calculated precipitation signatures. Here we include finite particle temperature and investigate how this affects the conclusions of Kulkarni et al. [2006] and Kulkarni et al. [2008] that we hereafter refer to as Paper I and Paper II, respectively. To do so, we extend previous work [Sitenko and Stepanov, 1957; Buneman, 1961; Aubry et al., 1970] to include the effects of positive ions in a fully adiabatic warm plasma theory and calculate relevant refractive index surfaces.

All of the results in this work are based on a dipole model of the geomagnetic field and cold plasma density according to Carpenter and Anderson [1992] under geomagnetically quiet conditions, with plasmapause at \( L = 5.5 \). In addition to electrons, the plasma contains three species of ions: hydrogen, helium, and oxygen. (The effect of the various plasma constituents are also examined below.) For reference, Table 1 shows the injection sites and frequencies that were used in Papers I and II, and are used here. As in the previous related work, we select initial wave normal angles that are no farther than 3° from the local resonance cone. The frequency values are bounded from above because wave frequencies much higher than the local \( f_{\text{LHR}} \) would be Landau damped too quickly (1–2 s) to induce appreciable precipitation. The frequency is bounded from below because, as implied by the Wang and Bell [1969] model of antenna radiation in a magnetoplasma, there is negligible radiated power for waves more than 10% below the local \( f_{\text{LHR}} \). A similar rationale explains the wave normal angle range chosen. See the Appendix in Paper II for a more complete description.

2. Theoretical Background

As mentioned above, including a finite temperature in our calculations may modify the precipitation signatures shown in Paper II by changing the propagation characteristics of the injected wave packets. Specifically, the magnetospheric reflection point may move to lower geomagnetic latitudes, and the wave frequencies are bounded from above because wave frequencies much higher than the local \( f_{\text{LHR}} \) would be Landau damped too quickly (1–2 s) to induce appreciable precipitation. The frequency is bounded from below because, as implied by the Wang and Bell [1969] model of antenna radiation in a magnetoplasma, there is negligible radiated power for waves more than 10% below the local \( f_{\text{LHR}} \). A similar rationale explains the wave normal angle range chosen. See the Appendix in Paper II for a more complete description.

Table 1. The Wave Frequencies Simulated for the Six Different Injection Sites Considered Here

<table>
<thead>
<tr>
<th>( L )</th>
<th>( f_{LHR} )</th>
<th>( f_{\text{LHR}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5</td>
<td>5.4 kHz</td>
<td>9 kHz</td>
</tr>
<tr>
<td>6 kHz</td>
<td>9 kHz</td>
<td>2.2 kHz</td>
</tr>
<tr>
<td>7 kHz</td>
<td>11 kHz</td>
<td>3.8 kHz</td>
</tr>
<tr>
<td>2.0</td>
<td>2.3 kHz</td>
<td>3.8 kHz</td>
</tr>
<tr>
<td>2.5 kHz</td>
<td>4.2 kHz</td>
<td>4.2 kHz</td>
</tr>
<tr>
<td>3.5 kHz</td>
<td>5.2 kHz</td>
<td>5.2 kHz</td>
</tr>
<tr>
<td>2.1 kHz</td>
<td>2.0 kHz</td>
<td>3.2 kHz</td>
</tr>
<tr>
<td>2.3 kHz</td>
<td>3.2 kHz</td>
<td>3.8 kHz</td>
</tr>
<tr>
<td>1.3 kHz</td>
<td>2.2 kHz</td>
<td>4.2 kHz</td>
</tr>
<tr>
<td>( \lambda_s = 0^\circ )</td>
<td>( \lambda_s = 0^\circ )</td>
<td>( \lambda_s = 0^\circ )</td>
</tr>
<tr>
<td>( \lambda_s = 20^\circ )</td>
<td>( \lambda_s = 20^\circ )</td>
<td>( \lambda_s = 20^\circ )</td>
</tr>
<tr>
<td>( \lambda_s = 0^\circ )</td>
<td>( \lambda_s = 0^\circ )</td>
<td>( \lambda_s = 0^\circ )</td>
</tr>
<tr>
<td>( \lambda_s = 20^\circ )</td>
<td>( \lambda_s = 20^\circ )</td>
<td>( \lambda_s = 20^\circ )</td>
</tr>
</tbody>
</table>

*At each location, the middle frequency is approximately equal to the local \( f_{LHR} \) while the top and bottom frequencies are ∼10% below and 1 kHz above, respectively. Also shown re the resonance cone angles whenever they exist (i.e., whenever the frequency considered is above the local \( f_{LHR} \)).
Figure 1. (a) Refractive index surface for a 2.3 kHz wave at the equator at $L = 2$ ($f_{LHR} \sim 2.47$ kHz). The arrow in black is the refractive index vector $\mu$ at a wave normal angle of $-88^\circ$. The coordinates in parentheses are the value of $\mu$ at that location. The dashed arrow in red shows the direction of the wave group velocity at that point. (b) Similar to Figure 1a but for 3.5 kHz waves. Note that the magnitude of $\mu$ at $\psi = -85^\circ$ is larger than that in Figure 1a, and that the refractive index surface is open rather than closed. Magnetospheric reflections cannot occur under this situation.

$k$ vector direction may be farther from the resonance cone angle. Completely determining how thermal effects will change the results shown in Paper II would require incorporating a finite ion temperature in numerical ray tracing. In the absence of a fully developed warm plasma ray tracing program, we can still make indirect, quantitative estimates of the effect of temperature by calculating its effect on the refractive index $\mu$. In the ray tracing often used in space physics, pioneered by Haselgrove [1954], which includes the Stanford VLF ray tracing program [Inan and Bell, 1977], the refractive index is used to capture all key properties of the propagation medium. For a fixed frequency at a given location in the magnetosphere, the plasma density and various gyrofrequencies are constant, and the refractive index is often displayed as a polar plot of $\mu$ versus the wave normal angle, $\psi$, where the polar axis is parallel to the ambient magnetic field $B_0$. These so-called refractive index surfaces, $\mu(\psi)$, are useful in studying whistler mode ray propagation because the wave group velocity for a specified $\psi$ is normal to the surface [Helliwell, 1965, p. 34; Poeverlein, 1948].

Figures 1a and 1b show sample refractive index surfaces at the equator at $L = 2$, without inclusion of thermal effects. We have selected wave frequencies of 2.3 kHz and 3.5 kHz to correspond to the frequencies used in Papers I and II. We have specified the perpendicular and parallel (with respect to the ambient magnetic field, $B_0$) value of $\mu$ and the direction of the group velocity, $V_g$, at $\psi = 88^\circ$ for both frequencies. Note that $\mu(\psi)$ for 2.3 kHz describes a closed surface, while the surface is open for 3.5 kHz. Magnetospheric reflections can occur only at points at which the refractive index surface is closed. Warm plasma theory indicates that a finite temperature closes the refractive index surface at frequencies that would exhibit open refractive index surfaces in the absence of thermal effects. That is, thermal effects would close the refractive index surface for 3.5 kHz waves, the opposite of the cold plasma surface shown in Figure 1b. It is this change—closing $\mu(\psi)$ earlier along a given raypath—that results in magnetospheric reflection occurring at a lower latitude, and thereby possibly changing the results shown in Paper II.

We now describe the methodology used to calculate the refractive index surfaces, emphasize the role of a finite ion versus electron temperature at the frequencies considered here, and elaborate on why the $f_{LHR}$ represents a crossover frequency for the purpose of this study.

2.1. Fully Adiabatic Warm Plasma Theory

If a plasma is modeled as a fluid by taking appropriate moments of the Boltzmann equation and velocity space distribution function, temperature is accounted for by adding a pressure term to the momentum transport equation. Standard plasma physics textbooks often assume a scalar pressure and either an adiabatic or isothermal equation of state to close the infinite set of moment equations [Bittencourt, 2004, chapter 17]. While this approach is useful from a pedagogical standpoint, these assumptions often do not yield sufficient accuracy as compared to the results from kinetic theory [Fang and Andrews, 1971]. Instead
of a scalar pressure combined with an equation of state, many authors have therefore used a so-called fully adiabatic warm plasma theory where temperature corrections are added to all terms of the kinetic pressure tensor, not only the diagonal elements [Sitenko and Stepanov, 1957; Buneman, 1961; Aubry et al., 1970; Fang and Andrews, 1971]. This approach essentially neglects the divergence of the heat flux in the development of the moment equations.

The fully adiabatic warm plasma theory results in a sixth-order equation for the refractive index, as opposed to the fourth-order equation that follows the cold plasma assumption. Using a notation and development similar to that of previous works, we can write the warm plasma dispersion relation as follows:

\[ q^T A_1 \mu^6 + (A_0 + q^T B_1) \mu^4 + (B_0 + q^T C_1) \mu^2 + C_0 = 0 \quad (1) \]

where the coefficients \( A_0, B_0, A_1, \) etc. are related to components of the cold and warm plasma dielectric tensors (described below). Subscripts “0” refer to cold plasma parameters and subscripts “1” refer to warm plasma parameters. The parameter \( q^T = k_B T_j / m_j c^2 \) accounts for the effect of temperature, where \( k_B \) is Boltzmann’s constant, \( T_j \) and \( m_j \) are respectively the temperature in Kelvin and mass of the \( j \)th plasma species, and \( c \) is the speed of light [Sitenko and Stepanov, 1957; Aubry et al., 1970; Fang and Andrews, 1971]. \( A_0, B_0, \) and \( C_0 \) are defined by the cold plasma dielectric tensor, \( K^0 \):

\[
K^0 = \begin{bmatrix}
1 - \sum_{j=1}^{4} \frac{X}{1 - Y^2} & \sum_{j=1}^{4} \frac{Y}{1 - Y^2} & 0 \\
\sum_{j=1}^{4} \frac{Y}{1 - Y^2} & 1 - \sum_{j=1}^{4} \frac{X}{1 - Y^2} & 0 \\
0 & 0 & 1 - X
\end{bmatrix}
\]

(2)

where \( X = \omega_d^2 / \omega^2, \ Y = \omega_d / \omega, \omega_d = q^2 N_j / \epsilon_0 m_j \) and \( \omega_d = q B_0 / m_j \) are respectively the plasma and cyclotron frequency of the \( j \)th plasma species, \( q_j, N_j, \) and \( m_j \) are the corresponding charge, density, and mass, \( B_0 \) is the magnitude of the ambient magnetic field, \( \epsilon_0 \) is the permittivity of free space, \( \omega \) is the angular wave frequency, and \( i = \sqrt{-1} \). The summation is over the four plasma species (electron, hydrogen, helium, and oxygen ions). Referencing the components of \( K^0 \) above allows us to define \( A_0, B_0, \) and \( C_0 \), simply the coefficients of the cold plasma dispersion relation, in equation (1):

\[
\begin{align*}
A_0 &= K_{11}^0 \sin^2 \psi + K_{33}^0 \cos^2 \psi \\
B_0 &= -(K_{11}^0 K_{22}^0 + K_{12}^0) \sin^2 \psi - K_{33}^0 (K_{11}^0 + K_{22}^0 \cos^2 \psi) \\
C_0 &= K_{33}^0 (K_{12}^0)^2 + K_{11}^0 K_{22}^0)
\end{align*}
\]

Note that in cold plasma theory, the coefficients \( A_1, B_1, \) and \( C_1 \) are all zero.
We can add a linear temperature correction to $K^0$ above: $K = K^0 + \tau K^1$, where $K$ is the total dielectric tensor, $K^1$ is the warm plasma correction, and $\tau = q^2/m^2$. The components of $K^1$ are given in Aubry et al. [1970]

\begin{align}
K_1^1 &= \sum_j \left[ \frac{-X}{1 - Y^2} \left( \frac{3 \sin^2 \psi}{1 - 4Y^2} + \frac{1 + 3Y^2}{(1 - Y^2)^2} \cos^2 \psi \right) \right] \\
K_{22}^1 &= \sum_j \left[ \frac{-X}{1 - Y^2} \left( \frac{1 + 8Y^2}{1 - 4Y^2} \sin^2 \psi + \frac{1 + 3Y^2}{(1 - Y^2)^2} \cos^2 \psi \right) \right] \\
K_{33}^1 &= \sum_j \left[ -X \left( 3 \cos^2 \psi + \frac{\sin^2 \psi}{1 - Y^2} \right) \right] \\
K_{12}^1 &= -K_{21}^2 = \sum_j \left[ \frac{-X}{1 - Y^2} \left( 6 \sin^2 \psi + \frac{3 + Y^2}{(1 - Y^2)^2} \cos^2 \psi \right) \right] \\
K_{23}^1 &= -K_{32}^2 = \sum_j \left[ -\frac{iXY}{(1 - Y^2)^2} (3 - Y^2) \sin \psi \cos \psi \right] \\
K_{13}^1 &= K_{31}^2 = \sum_j \left[ \frac{2X}{(1 - Y^2)^2} \sin \psi \cos \psi \right] 
\end{align}

where $X$, $Y$, and $\psi$ have been defined above. We have added a summation over all the plasma species, whereas previous authors included only electrons in their calculations. We can now define $A_1$, $B_1$, and $C_1$ as a function of the components of $K^1$ and $K^0$:

\begin{align}
A_1 &= K_{11}^1 \sin^2 \psi + K_{12}^1 \cos^2 \psi + 2K_{13}^1 \sin \psi \cos \psi \\
B_1 &= -[K_{11}^0 K_{22}^0 + K_{12}^0 K_{11}^0 + 2K_{13}^0 K_{12}^0] \sin^2 \psi - K_{33}^0 [K_{11}^0 + K_{22}^0 \cos^2 \psi] - K_{33}^0 [K_{12}^0 + K_{21}^0 \cos^2 \psi] + 2 \sin \psi \cos \psi [K_{12}^0 K_{23}^0 - K_{13}^0 K_{22}^0] \\
C_1 &= K_{13}^0 [(K_{12}^0)^2 + K_{11}^0 K_{22}^0] + K_{33}^0 [2K_{13}^0 K_{12}^0 + K_{11}^0 K_{22}^0 + K_{12}^0 K_{22}^0]
\end{align}

We use the above equations to calculate refractive index surfaces at a number of locations, operating frequencies, and plasma temperatures. As described above, we specifically investigate 1–10 kHz magnetospherically reflecting whistler mode waves. Previous authors who used the fully adiabatic warm plasma theory studied frequencies close to the upper hybrid resonance frequency and the electron plasma frequency, which are not relevant to in situ injection and propagation of whistler mode waves in the inner magnetosphere ($L < 2.5$) [Aubry et al., 1970; Fang and Andrews, 1971]. A series of papers [Sazhin and Sazhina, 1985; Sazhin, 1986] presented approximate analytical formulas for wave propagation in hot anisotropic plasmas, but only considered finite electron temperatures, and were also restricted to frequencies above the gyrofrequency. Hashimoto et al. [1977] did study the temperature effects on VLF wave propagation, but modeled wave frequencies much larger than $f_{LHR}$, where ions are relatively unimportant [see below; Kimura, 1966; Mann et al., 1997]. To the best of our knowledge, no previous work using the fully adiabatic warm plasma theory analyzed the effects of finite ion temperature. In the conclusion we address limitations of the fully adiabatic warm plasma theory and possible modifications to our results if the more exact kinetic theory is used. We now emphasize the importance of ions, and therefore a finite ion temperature, and the $f_{LHR}$ at the frequencies considered in this study.

### 2.2. Importance of Ions and the Lower Hybrid Resonance Frequency ($f_{LHR}$)

Hines [1957] and Kimura [1966] were the first to consider the effects that ionic species would have on whistler mode propagation in the magnetosphere. The latter work incorporated three species of ions (hydrogen, helium, and oxygen), and demonstrated that their inclusion is essential to closing the refractive index surface. The necessity of ion presence to close the refractive index surface is illustrated in Figure 2, which shows plots of $\mu(\psi)$ for 2.3, 3.5, and 10 kHz waves at the equator at $L = 2$, still without inclusion of thermal effects. For each frequency, we have shown the effect of including only electrons and electrons as well as ions. When ions are neglected, $\mu(\psi)$ is open for all frequencies. Because $\mu(\psi)$ must be closed for magnetospheric reflections to occur, we lose essential physics if ions are ignored in the ray tracing formulation. Note, however, that if $f > f_{LHR}$ (as in Figures 2b and 2c), ions do not change the topology of the refractive index surface. In fact, for a wave frequency of 10 kHz, $\mu(\psi)$ shows a negligible difference whether ions are included or not. Including ions in the numerical ray tracing and $\mu(\psi)$ calculation is therefore critical.
Before proceeding, we briefly review the main points of our analysis. Ultimately, we are interested in accessing the efficacy of in situ sources in precipitating > 1 MeV electrons from the inner radiation belts at frequencies below and just above the \( f_{\text{LHR}} \). A few kilohertz above the \( f_{\text{LHR}} \), ions are relatively unimportant [Kimura, 1966].

We now investigate the effect that inclusion of a finite ion or electron temperature has on the refractive index surface. To do so, we use equation (1) to calculate \( \mu(\psi) \) at a similar location and for similar frequencies as shown in Figure 2. We have included three ionic species plus electrons in our calculations but assigned a finite temperature of 1 eV only to electrons and hydrogen ions. As discussed in more detail below, helium and oxygen ions have a negligible effect for the frequencies of interest.

Figure 3 displays refractive index surfaces calculated with finite temperatures. Observe first that for 2.3 kHz waves, there is no change to \( \mu(\psi) \) whether \( T_e = 1 \text{ eV} \) or \( T_i = 1 \text{ eV} \)—a result that is true for any frequency below the local \( f_{\text{LHR}} \). This point is crucial to our analysis below, and we therefore reiterate: for \( f < f_{\text{LHR}} \), a finite electron or ion temperature has no effect on \( \mu(\psi) \) (compare Figures 2a and 3, top).

For 3.5 kHz waves at the equator at \( L = 2 \), Figure 3 shows that, compared to Figure 2b, \( \mu(\psi) \) closes when temperature is included. There are two additional noteworthy features of this panel. First of all, \( T_e = 1 \text{ eV} \) closes \( \mu(\psi) \) more tightly than does \( T_i = 1 \text{ eV} \). That is, for corresponding wave normal angles, the magnitude of \( \mu \) is smaller for a finite ion temperature than for a finite electron temperature. Primarily because of this result—which holds for frequencies slightly above the local \( f_{\text{LHR}} \)—we conclude that at the frequencies of interest, a finite ion rather than electron temperature will more strongly affect wave propagation. Second, the magnitude of \( \mu \) close to the resonance cone is not appreciably different from the case where \( T_i = 0 \). So while a finite ion temperature does close \( \mu(\psi) \), which would be open with \( T_i = 0 \), at \( \psi \) close to \( \psi_{\text{res}} \), the difference appears to be marginal. Figure 3 (bottom) shows that, unlike for 3.5 kHz waves, 10 kHz waves at \( L = 2 \) are more affected by \( T_i \) instead of \( T_e \). This result is consistent with our analysis above—the effects of ions become relatively less important at frequencies several kilohertz above the local \( f_{\text{LHR}} \).

We now consider the case when the wave frequency is approximately equal to (within 500 Hz of) the local \( f_{\text{LHR}} \). In this case a finite \( T_e \) can dramatically change the refractive index surface. Consider Figure 4, which shows \( \mu(\psi) \) for 2.3, 2.45, and 2.5 kHz waves at the equator at \( L = 2 \), where the local \( f_{\text{LHR}} \) is 2.47 kHz. We have plotted the refractive index surface with both \( T_e = 0 \) and \( T_i = 1 \text{ eV} \). We have ignored \( T_i \), because, as discussed above, \( T_i \) is more important at these frequencies. In Figures 4a and 4b (both below \( f_{\text{LHR}} \)), \( \mu(\psi) \) is closed and basically unchanged whether temperature is included or not. But for a 2.5 kHz wave, Figure 4c shows that \( T_i = 1 \text{ eV} \) tightly closes the refractive index surface. For these types of frequencies, where \( f \sim f_{\text{LHR}} \), including \( T_i \) will affect the ray tracing calculation more significantly than when the frequency is less than or more than \( -1 \text{ kHz} \) above the local \( f_{\text{LHR}} \).

Before proceeding, we briefly review the main points of our analysis. Ultimately, we are interested in accessing the efficacy of in situ sources in precipitating > 1 MeV electrons from the inner radiation belts.
These issues have been investigated in Papers I and II; we now include finite particle temperatures because the assumption of a cold magnetoplasma is not always valid. Specifically, if a finite electron or ion temperature is included in the ray tracing formulation, the raypaths may be different, which would modify the precipitation signatures shown in Paper II. Because the refractive index, \( \mu \), is central to the ray tracing calculation, determining how and when \( \mu \) changes with temperature has been the focus of this study. For the few kilohertz whistler mode waves that would be injected from a source in the inner magnetosphere, the relevant results and conclusions thus far can be summarized as follows:

1. Warm plasma theory may modify the raypath in two main ways: a lower magnetospheric reflection point, and a different \( k \) vector along the raypath.
2. A magnetospheric reflection can occur if and only if the refractive index surface, \( \mu(\psi) \), is closed.
3. Ions are essential for closing \( \mu(\psi) \), which is always open without ions.
4. For frequencies several kilohertz above \( f_{LHR} \), ions are relatively unimportant and the refractive index surface is open if temperature effects are ignored.
5. For frequencies within \( \sim 1 \) kHz of the local \( f_{LHR} \)—the frequencies of interest here—\( T_i \) is more important than \( T_e \).
6. A finite \( T_i \) has the most dramatic effect on \( \mu(\psi) \) for wave frequencies that are greater than the local \( f_{LHR} \) (e.g., 2.5 kHz at the equator at \( L = 2 \)) by only a few hundred hertz or less. The effect is to close an otherwise open refractive index surface (see Figures 3 and 4).

The above points all refer to the specific frequencies of interest. An empirical survey of the frequency dependence normalized to \( f_{LHR} \) revealed that the thermal effects of ions have a significant impact on the refractive index surface for the frequency range \( 0.97f_{LHR} < f < 1.6f_{LHR} \).

Finally, we briefly address the effect of a finite temperature for the remaining ionic species: helium and oxygen. As described by Mann et al. [1997], as long as the wave frequency is not much lower than \( f_{LHR} \), the hydrogen ion dominates the other ions in calculating \( \mu \). Given that we only consider \( f > 0.9f_{LHR} \), these ions do not affect our results. Furthermore, we have calculated \( \mu(\psi) \) for hydrogen, helium, and oxygen temperatures of 1 eV (not shown) and confirmed the conclusions presented in Mann et al. [1997]. Of the four plasma species discussed, a finite hydrogen ion temperature will most strongly modify the results shown in Papers I and II. A finite electron, helium, or oxygen temperature, on the other hand, would have a negligible effect.

3. Effects on Energetic Electron Precipitation

We now assess the implications of the above results on the issue of in situ whistler mode sources for energetic electron precipitation from the radiation belts. We first restate the major conclusions from Papers I and II. Paper I used numerical ray tracing and a Landau damping calculation to conclude that three transmitter sources at \( L = 1.5, L = 2, \) and \( L = 2.5 \) can fill the plasmaspheric cavity with VLF wave energy. It should be noted that each transmitter illuminates a region no greater than 0.2L from the source \( L \) shell.
For the parameters chosen, Kulkarni et al. [2006, 2008] show that the region of illumination is never more than 0.2L from the source site. For example, 2.3 kHz waves injected from $L = 2$ illuminate up to $L = 2.2$, and 3.5 kHz waves illuminate between $L = 1.9$ and $L = 2$. Given that the effect of warm plasma theory would be to close the refractive index surface along the raypath, resulting in an earlier magnetospheric reflection, we estimate that the overall region of illumination will be somewhat reduced. Especially for waves injected at the geomagnetic equator, magnetospheric reflections often occur within 10° of the geomagnetic equator (see Figure 9 and associated discussion in Paper II). So warm plasma theory may nominally change the latitude of the reflection point by 2° from, say, $\lambda = 10°$ to $\lambda = 8°$. Instead of projecting whistler mode wave energy as far as $L = 2.2$ with an equatorial source at $L = 2$, such waves may only traverse up to $L = 2.1$. However, damping effects due to finite temperatures would also need to be investigated. Off-equatorial injections, however, propagate to higher geomagnetic latitudes, and thermal...
Figure 6. Fraction of time where a finite ion temperature may modify the ray propagation for given injection frequencies and locations. The three L shell locations are shown across the rows. (left column) For injection at the equator and (right column) for injection at a latitude of $\lambda = 20^{\circ}$. The frequency and initial wave normal angles chosen are specified in Table 1.

effects may significantly modify these raypaths. The final outcome may be that four or five sources—instead of the three sources predicted in Paper I—are needed to completely fill the plasmasphere with whistler mode wave energy.

To determine the potential effects of a finite ion temperature on the precipitation signatures shown in Paper II would require knowing how the $k$ vector of the wave packet varies along the path. Without this knowledge it is not possible to calculate the effectiveness of the wave-particle interaction and thus determine the energetic electron precipitation. We do argue, however, that the conclusions from Paper II regarding the variation of the $k$ vector for wave packets propagating with $\psi$ close to $\psi_{res}$ will remain unchanged even with thermal effects. As discussed in Paper II, in situ injections are limited to frequencies around the lower hybrid resonance and initial injection angles close to $90^{\circ}$ (if $f < f_{LHR}$) or to $\psi_{res}$ (for $f > f_{LHR}$). Cold plasma ray tracing also shows that for such injection angles and frequencies, the wave normal angle remains highly oblique either close to $90^{\circ}$ (closed refractive index surface) or close to $\psi_{res}$ (open refractive index surface). It can also be inferred that the initial propagation paths of such rays will remain mostly unchanged by thermal effects. We infer this conclusion by examining Figure 5. Note that a 2.3 kHz ($f < f_{LHR}$) wave injected at $-89.9^{\circ}$ always propagates with its wave frequency significantly below the local $f_{LHR}$. Accordingly, the refractive index surface is always closed and incorporating thermal effects will not change the propagation or the wave $k$ vector along the raypath as was illustrated in Figure 4a. In the other panels of Figure 5, the wave frequency is seen to periodically exceed the local $f_{LHR}$ along the path by a few hundred hertz. As we have shown above, the effect of a finite temperature at these points would be to close a previously open refractive index surface. This would make these wave packets propagate along a trajectory similar to the case where $f_{LHR}$ is never exceeded. So warm plasma ray tracing would make most rays encounter only closed refractive index surfaces, but the net effect would be to keep the wave $k$ vector highly oblique, which happens anyway under the cold plasma formulation (see Paper II). So the closing of the refractive index by thermal effects will not affect the wave normal angle significantly, but it may slightly hasten magnetospheric reflections. We therefore predict that the major conclusion of Kulkarni et al. [2008]—that few kilohertz magnetospherically reflecting whistlers will precipitate significantly more energetic electrons than a single pass interaction—remains accurate. The specific numerical values, however, must be recalculated to verify these predictions.

4. Conclusion

We have extended previous theoretical work by including ions in the fully adiabatic warm plasma theory [Sitenko and Stepanov, 1957; Buneman, 1961; Aubry et al., 1970]. We used this methodology to calculate the refractive index surfaces, accounting for a finite electron and hydrogen ion temperature, for few
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