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Abstract—The perfectly matched layer (PML) in its most current form has shortcomings in certain cases involving propagation in anisotropic media, such as the whistler mode in a magnetized plasma, for which the vector component normal to the PML of the group velocity vector and the k-vector are anti-parallel with each other. We present a new type of PML that utilizes information on the k-vector direction by applying relevant spatial derivatives to the PML update equations. Derived expressions for the numerical reflection coefficient are used to quantify the performance of the PML for any incident angle. Numerical reflection calculations as well as time domain calculations are performed for whistler mode propagation in a magnetized plasma. We demonstrate the stability of the new PML and find that for the reflection coefficient |Γ|, values of up to ~40 dB can be realized.

Index Terms—Anisotropic, k-vector, perfectly matched layer (PML).

I. INTRODUCTION

Since its introduction by Berenger [1] and Chew and Weedon [2] the perfectly matched layer (PML) has evolved to become the most effective absorbing boundary condition for the finite-difference time-domain (FDTD) technique as well as for other methods of numerical electromagnetic modeling. The original PMLs work well when the group and phase velocities of the incident wave are in the same direction. However, if these directions differ, as is the case for negative refractive index materials (NIMs) [3], [4] and certain electromagnetic propagation modes in magnetized plasmas, the regular PML ceases to attenuate the field and can in fact act as an amplifier. Becache et al. confirm this [5] with a theoretical analysis of PMLs for anisotropic media, for acoustic waves in elastic materials as well as electromagnetic waves. Their work is based on the split-field formulation [1]. Cummer [6] discusses the PML amplification phenomenon for NIMs in which the NIMs materials exhibits both positive and negative refractive indexes over a range of frequencies. He then derives a frequency dependent solution referred to as the NIMPML which is an adaptation of the previously introduced NPML [7].

Chevalier et al. [8] encounter the problems discussed in [5] when modeling the performance of an antenna in a magnetized plasma for waves in the whistler mode. In this paper, we discuss a PML which can be adapted to the direction of the group velocity as a function of frequency and k-vector direction. We then explicitly derive the PML equations for the whistler mode in a magnetized plasma with the ambient magnetic field perpendicular to the direction of the PML as discussed in [8]. We also derive expressions for the reflection coefficient and present numerical results for reflection coefficient calculations as well as time domain simulations.

V. CONCLUSION

A neural network-based synthesis method able to obtain the voltages that must be applied to the elements of a given array taking into account coupling effects between elements and the presence of a conducting obstacle in a near environment (or any element with influence over the radiated field distribution) has been presented. This method outputs valid solutions in problems that cannot even be considered with traditional synthesis methods, allowing the accurate design of adaptive antennas in complex environments. The synthesis process, with the presented technique, is performed without any increase of the complexity from the designer’s point of view.
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\(k_{2}, k_{2} \rangle \) is incident on the PML, but it is the k-vector in the \(x\)-direction, “\(k_{x}\)”, that determines whether the PML amplifies or attenuates the wave. The \(x\)-directed wave solution within the PML region is

\[
\text{solution form : } e^{-jk_{x}x} = e^{-jkx_{\text{pm}}x} \}
\]

\[
= e^{-jk_{x}x} e^{-\frac{2\pi k_{x}x}{\lambda}} = e^{-jk_{x}x} e^{-\frac{2\pi k_{x}x}{\lambda}}.
\]

For \(k_{x} > 0, k_{x} > 0\) the wave solution attenuates within the PML, i.e., the case for \(k_{x} > 0, k_{x} > 0\). For \(k_{x} > 0, k_{x} < 0\) the wave solution grows within the PML, i.e., the case for \(k_{x} < 0, k_{x} < 0\). We therefore need to somehow encode, \(k_{x}, k_{x}\) into the PML, or at least encode the appropriate sign of \(k_{x}, k_{x}\). We define the incident k-vector as \(k_{\text{inc}} = k_{x} \hat{x} + k_{y} \hat{y}\) and the k-vector within the PML to be \(k_{\text{pm}} = k_{x,\text{pm}} \hat{x} + k_{y} \hat{y}\). Because of Snell’s law and for an \(x\)-directed PML, \(k_{y}\) is preserved through the two mediums. We introduce the function, \(f(\omega, k_{x,\text{pm}}, k_{y})\). Focusing our attention to the \(x\)-directed portion of the PML wave solution we take it to be

\[
\text{solution form : } e^{-jk_{x,\text{pm}}x} = e^{-j(k_{x,\text{pm}}x + k_{y}x)} \}
\]

\[= e^{-jk_{y}x}e^{-\frac{2\pi k_{y}x}{\lambda}}.
\]

where \(f(\omega, k_{x,\text{pm}}, k_{y}) = 1\) would reduce to the original Berenger PML. The term \(k_{y}\) is the traditional PML term for attenuating evanescent fields. In order for (2) to always have an attenuating solution we require that \(f(\omega, k_{x,\text{pm}}, k_{y})\) have the same sign as \(k_{x,\text{pm}}\). Equation (2) is similar to the formulation of [6], but we have additionally included k-vector direction information by including k-dependence explicitly in our PML attenuation function. We refer to this new PML as the “KPML,” where “K” refers to the use of k-vector information. Considering the whistler mode in a magnetized plasma as an explicit example, ideally the function \(f(\cdot)\) might be

\[
f_{\text{ideal}}(\omega, k_{x}, k_{y}) = k^{2} \left( \cos^{2}(\Theta) - \cos^{2}(\Theta_{y}) \right) \frac{1}{1 - \frac{\omega^{2}}{\omega_{c}^{2}}} = \left( k_{x}^{2} - \frac{4\omega_{e}^{2}}{\omega_{c}^{2}} \right) \frac{1}{1 - \frac{\omega^{2}}{\omega_{c}^{2}}}
\]

where the definition \(\Theta\) as the angle w.r.t. the \(y\)-axis as well as the static magnetic field as in Fig. 1(a). The function \(f_{\text{ideal}}(\cdot)\) has perfect transition through the “Gendrin” angle from positive to negative values following the sign of the quantity \(k_{x}k_{y}\). The term \(1/(1 - (\omega_{e}^{2}/\omega_{c}^{2}))\) is applied from [6] for generality and changes sign at \(\omega = \omega_{c}\), at \(\omega_{c}\) is a user adjustable parameter. To ensure that \(1/(1 - (\omega_{e}^{2}/\omega_{c}^{2}))\) is positive over the frequency range of the whistler mode we enforce that \(\omega_{c} > \omega_{e}\). All this said, however, for actual implementation \(f(\cdot)\) must have the form

\[
f(\omega, k_{x,\text{pm}}^{2}, k_{y}) = \left( k_{y}^{2} - \frac{4\omega_{e}^{2}}{\omega_{c}^{2}} \right) + \frac{1}{1 - \frac{\omega^{2}}{\omega_{c}^{2}}}
\]

where we have simply replaced \(k_{x}\), the \(x\)-directed k-vector in the magnetized plasma, from (3) with \(k_{x,\text{pm}}\), the \(x\)-directed k-vector within the PML. The reason that \(f(\cdot)\) must necessarily be of the form in (4) is the fact that (4) can be implemented using linear differential equations, which we will show below. Whereas, for the ideal function, given by (3), it is not apparent how this can be done within the PML. Note that \(k_{x,\text{pm}}\) is in general complex since it includes the PML losses as well as information about the incident wave, \(k_{x}\). From (2) it can be shown

Fig. 1. (a) Index of refraction surfaces. (b) Two whistler waves incident on the PML [8].

II. A PML THAT UTILIZES INFORMATION ON THE K-VECTOR DIRECTION

We start with a brief review of the results of [5] and [6]. We discuss 2-D wave propagation in the xy plane only. We will assume \(k = k_{x} \hat{x} + k_{y} \hat{y}\) and \(k_{y} = v_{xy} \hat{x} + v_{yy} \hat{y}\), where \(k\) is the k-vector and \(k_{y}\) is the group velocity. This paper is concerned with the dot product of the \(x\)-directed components of \(k_{y}\) and \(k\), namely \(v_{xy}k_{x}\). Fig. 1(a) displays two index of refraction surfaces [9] each at some chosen frequency. The direction of the vector from the origin to the index of refraction surface is the \(k\)-vector direction, i.e., the direction of the phase velocity. The direction of the vector that is normal to the index of refraction surface is the group velocity direction. The surface on the left is for a positive index of refraction, isotropic material, for which \(v_{xy}k_{x} > 0\) always holds true. For the surface on the right hand side, which represents the whistler mode in a magnetized plasma, we see that \(v_{xy}k_{x} > 0\) but \(v_{xy}k_{x} < 0\). The so-called “Gendrin” angle [10], labeled \(\Theta_{y}\) in Fig. 1(a), is the angle at which the whistler-mode index of refraction curve exhibits a minimum along the \(x\)-axis at two locations. The Gendrin angle is the non-zero k-vector angle at which the group velocity is along the ambient magnetic field and is the transition angle at which \(v_{xy}k_{x}\) changes sign. The relationship for the Gendrin angle in a dense magnetized plasma is \(\cos(\Theta_{y}) \approx \frac{x}{x_{e}}\), where \(x_{e}\) is the local electron gyro frequency. By dense plasma, we mean \(x_{e} \ll x_{y}\), where \(x_{y}\) is the local electron plasma frequency. We will only consider dense magnetized plasma. In the rest of the present paper we consider an \(x\)-directed PML only, unless otherwise noted. Fig. 1(b) shows an \(x\)-directed PML, i.e., only PML attenuation in the \(x\)-direction where the two examples \([P_{l1}, k_{l}]\) and \([P_{l2}, k_{l}]\) from the whistler index of refraction surface in Fig. 1(a) have been placed incident onto the PML region. In both cases, it is the group velocity in the \(x\) direction, “\(v_{xy}\)”, that describes the speed in the \(x\)-direction at which the wave energy
that \( k_{\text{y-grad}} = \kappa k_x x(1 + \sigma_x f(\omega, k_{\text{y-grad}}, k_y) / j\omega) \). As a result, \( f(\cdot) \) is complex, and we therefore must apply it with care. Also, to clarify, in (4), the term \((k_{\text{y-grad}}/\kappa)^2\) is this way because it removes the evanescent scaling factor \( \kappa \) from \( k_{\text{y-grad}} \) so that \( k_{\text{y-grad}}/\kappa \) more closely maps to \( k_x \), especially as \( \sigma_x \to 0 \).

In the following, we derive the update equations for the implementation of (4), by applying the stretched coordinate form of (2) on our \( x \)-directed PML spatial operator to obtain the form:

\[
\frac{1}{\kappa_x} \frac{\partial}{\partial x} = \frac{\partial}{\partial x} \left( \frac{1}{1 + \frac{\sigma_x f(\omega, k_{\text{y-grad}}, k_y)}{\kappa j\omega}} \right).
\]  

(5)

Assuming \( f(\omega, k_{\text{y-grad}}, k_y) \) takes the form of (4), our PML spatial operator then becomes

\[
\frac{1}{\kappa_x} \frac{\partial}{\partial x} = \frac{1}{1 + \frac{\sigma_x f(\omega, k_{\text{y-grad}}, k_y)}{\kappa j\omega}} \frac{\partial}{\partial x}.
\]  

(6)

Since we exclusively consider plane wave analysis we have \((\partial/\partial x) \to -j k_{\text{y-grad}}\). If we assume to operate on \( H_z \) and introduce the auxiliary variable, \( \Psi_{H_z,x} \), we can rewrite (6) as

\[
\frac{( -j k_{\text{y-grad}} )}{\sigma_x f(\omega, k_{\text{y-grad}}, k_y)} \frac{1}{1 + \frac{\sigma_x f(\omega, k_{\text{y-grad}}, k_y)}{\kappa j\omega}} H_z = \Psi_{H_z,x}
\]  

(7)

for which the most natural method of solution would be an auxiliary differential equation. After some manipulation and inverse transformation from \( k \) space we obtain

\[
j \omega \frac{\partial H_z}{\partial t} + \frac{(j \omega)^3 \partial H_z}{\kappa \partial x} = j \omega \Psi_{H_z,x} + \frac{(j \omega)^3}{\omega^3} \Psi_{H_z,x} - \sigma_x \frac{\partial^2}{\partial y^2} \times \psi_{H_z,x} = -\sigma_x \frac{4(j \omega)^2}{\omega^3} \left( \frac{\partial^2}{\partial x^2} \Psi_{H_z,x} + \frac{\partial^2}{\partial y^2} \Psi_{H_z,x} \right)
\]  

(8)

where we can then apply the inverse Fourier transform to yield the time domain equation

\[
\frac{\partial}{\partial t} \frac{\partial H_z}{\partial t} + \frac{1}{\omega^2} \frac{\partial^3}{\partial x^3} \frac{\partial H_z}{\partial x} + \frac{1}{\omega^3} \frac{\partial^3}{\partial x^3} \Psi_{H_z,x} - \sigma_x \frac{\partial^2}{\partial y^2} \times \Psi_{H_z,x} = -\sigma_x \frac{4}{\omega^3} \left( \frac{\partial^4}{\partial x^4} \Psi_{H_z,x} + \frac{\partial^4}{\partial x^2 \partial y^2} \Psi_{H_z,x} \right).
\]  

(9)

The important result in (8) and (9) is the use of spatial derivatives to gain information about the waves in the PML region, where we have tailored \( f(\omega, k_{\text{y-grad}}, k_y) \) such that it follows the sign of \( v_y k_x \). This procedure ensures that the PML attenuates all whistler mode waves within the PML.

Applying finite differences to the \( y \)-dependent spatial derivative terms yields

\[
\frac{\partial^2}{\partial y^2} \Psi_{H_z,x} \Rightarrow \Psi_{H_z,x}^{n+1}_{i,j+1,j+1,k} - 2 \Psi_{H_z,x}^{n+1}_{i,j+1,j,k} + \Psi_{H_z,x}^{n+1}_{i,j+1,j-1,k} \quad (\Delta y)^2
\]  

(10)

and

\[
\frac{\partial^4}{\partial x^4} \Psi_{H_z,x} \Rightarrow \Psi_{H_z,x}^{n+1}_{i,j+1,j+1,k} - 2 \Psi_{H_z,x}^{n+1}_{i,j+1,j,k} + \Psi_{H_z,x}^{n+1}_{i,j+1,j-1,k}(\Delta y)^2
\]

\[
- 2 \Psi_{H_z,x}^{n+1}_{i+1,j+1,j,k} + \Psi_{H_z,x}^{n+1}_{i-1,j+1,j,k} \quad (\Delta y)^2
\]

\[
+ \Psi_{H_z,x}^{n+1}_{i,j+1,j-1,k} - 2 \Psi_{H_z,x}^{n+1}_{i,j+1,j,k} + \Psi_{H_z,x}^{n+1}_{i,j+1,j+1,k} \quad (\Delta y)^2
\]  

(11)

where we would apply finite differences to the \( x \)-dependent derivative terms in the same manner. Note that since we are updating the \( \Psi_{H_z,x} \) variables to \( n + \delta \) these terms in (10), (11) are implicit because to update \( \Psi_{H_z,x} \) at the timestep \( n + \delta \) requires information of the its nearest \( \Psi_{H_z,x} \) neighbors at the timestep \( n + \delta \). The solution of the implicit equations are not difficult to solve, but are computationally more demanding. Note that the electric and magnetic fields can still be updated using explicit leap-frog equations. For algorithmic speed, we therefore would like an explicit method for updating this equation. We can approximate (10), (11) by shifting the \( \Psi_{H_z,x} \) terms located at \( i, j + 1, k, k \) and \( i, j + 1, k \) back one timestep yielding

\[
\frac{\partial^2}{\partial y^2} \Psi_{H_z,x} \Rightarrow \Psi_{H_z,x}^{n+1}_{i,j+1,j+1,k} - 2 \Psi_{H_z,x}^{n+1}_{i,j+1,j,k} + \Psi_{H_z,x}^{n+1}_{i,j+1,j-1,k}(\Delta y)^2
\]  

(12)

and

\[
\frac{\partial^4}{\partial x^4} \Psi_{H_z,x} \Rightarrow \Psi_{H_z,x}^{n+1}_{i,j+1,j+1,k} - 2 \Psi_{H_z,x}^{n+1}_{i,j+1,j,k} + \Psi_{H_z,x}^{n+1}_{i,j+1,j-1,k}(\Delta y)^2
\]

\[
- 2 \Psi_{H_z,x}^{n+1}_{i+1,j+1,j,k} + \Psi_{H_z,x}^{n+1}_{i-1,j+1,j,k} \quad (\Delta y)^2
\]

\[
+ \Psi_{H_z,x}^{n+1}_{i,j+1,j-1,k} - 2 \Psi_{H_z,x}^{n+1}_{i,j+1,j,k} + \Psi_{H_z,x}^{n+1}_{i,j+1,j+1,k} \quad (\Delta y)^2
\]  

(13)

This method would also be applied to the \( x \)-dependent derivative terms. Solving (9) in this manner produces an explicit update equation with the only unknown variable being the \( \Psi_{H_z,x} \), term located at \( i, j + 1, j, k \) and at timestep \( n + \delta \). We examine both explicit and implicit time domain simulations in Section IV. Also, one can use (8) with the finite-difference frequency-domain (FDFD) method, however, numerical results for this are not presented in this paper.

III. ADAPTING THE NUMERICAL REFLECTION COEFFICIENT FOR THE KPML EQUATIONS

We now aim to quantify the performance of the \( x \)-directed KPML that is \( T \) cells thick. We make some substitutions in the CCO-PML reflection coefficient derivation from [11] so that we can adapt it for the KPML. We take equation (24) from [11] and rewrite it as

\[
\Delta \frac{e^{j k_z \Delta x}}{\Delta t} E_{y,i} |_{j+1,j+1,k} + J_{y,i} |_{j+1,j+1,k} = 1 - \frac{e^{j k_z \Delta x}}{\Delta z} H_{z,i} |_{j+1,j+1,k} - \Psi_{H_z,x}^{n+1}_{i,j+1,j,k} \quad (\Delta y)^2
\]  

(14)

where the derivation of the reflection coefficient from [11] assumes time harmonic form and Snell’s Law requires spatial harmonic form in
the $\hat{y}$ and $\hat{z}$ directions due to plane wave incidence on the $x$-directed PML. For this system, (9) is then written as

$$\frac{1}{\Delta t} \left(1 + \frac{1 + e^{-i2\omega\Delta t} - 2e^{-i\omega\Delta t}}{\omega^2(\Delta t)^2}\right) \times \left(1 + \rac{1 + e^{-i2\omega\Delta t} - 2e^{-i\omega\Delta t}}{\omega^2(\Delta t)^2}\right) \	imes \Psi_{H_{z,f}}|_{n1,n1,j+1,n1,k} \psi_{H_{z,f}}|_{n1,n1,j+1,n1,k} - 2\psi_{H_{z,f}}|_{n1,n1,j+1,n1,k} \right) + 4 \frac{1 + e^{-i2\omega\Delta t} - 2e^{-i\omega\Delta t}}{\omega^2(\Delta t)^2} \times \left(\frac{e^{-jk_y\Delta y} + e^{jk_y\Delta y}}{(\Delta y)^2}\right)^2 + \frac{2\psi_{H_{z,f}}|_{n1,n1,j+1,n1,k}}{\omega^2(\Delta x)^2} \right)

$$

where $\Delta x$ is simply a normalizing factor we usually set equal to $\Delta x$. This procedure would then be applied in the same manner to all the other PML terms in (25), (27), and (28) from [11]. Once again, we have simply substituted for the CCO-PML equations with the KPML equations in the calculation of the reflection coefficient. This substitution allows us to not only quantify the performance of the KPML but to also optimize it. Numerically solving the reflection coefficient is described in [11].

IV. NUMERICAL RESULTS

For some numerical tests we represent the PML attenuation factor, $\sigma_x(i)$ as

$$\sigma_x(i) \Delta t = \sigma_{\max} \Delta t \left(\frac{i - \bar{\nu}}{T}\right)^m

$$

where $T$ is the PML thickness in cells and $\sigma_x(i)$ is nonzero for $i \geq 1$, i.e., our PML exists at $i \geq 1$. Let $D = \sigma_{\max} \Delta t/\nu$ then $D = [1.5; 2]$ simply means that $\sigma_x(i) \Delta t = 1.5((i - \nu)/T)^2$. For some numerical tests we use a Gaussian PML attenuation profile defined as

$$\sigma_x(i) \Delta t = \sigma_{\max} \Delta t e^{-\left(\frac{(i - \nu)}{T}\right)^2}

$$

and the Gaussian profile is represented as $G = [\sigma_{\max}, \Delta t, \nu]$. When specifying the evanescent term $m(i)$ for ease of implementation, from [11] we have $1/m(i) = 1 - b_0(i)$ where

$$b_0(i) = b_{\max} \left(\frac{i - \bar{\nu}}{T}\right)^p

$$

where the evanescent profile will simply be represented by $b_{\max} = \max[b_0(i)]$.

A. Free Space and Free Space Waveguide

We first apply the KPML to familiar situations, i.e., free-space propagation and the free-space-filled waveguide, as a reality check before we apply it to a magnetized plasma. For both cases the FDTD spaces have $\Delta x = \Delta y = \Delta z = 30$ m and $\Delta t = \Delta x/\sqrt{3}c$. For a given PML attenuation profile we calculate the reflection coefficient. For both the free-space and the free-space-filled waveguide, our profile is $D = [155, 5, 30]$, which is not an optimized attenuation profile and is in fact not meant to be. We apply no evanescent attenuation, i.e., $m(i) = 1, 0$, $b_0 = \max[b_0(i)]$. The PML thickness is $T = 15$ cells. Fig. 2(a) plots the reflection coefficient for a few different functions of $f(\omega, k_x, k_y)$. When $f(\omega, k_x, k_y) = k_y^2$, the curve labeled 1, we get poor low frequency response and excellent response at higher frequencies, as expected mathematically since $k_y$ is always real and increases with frequency. When $f(\omega, k_x, k_y) = k_x^2$, the curve labeled 2, the reflection coefficient ranges between $-30$ to $-50$ dB. This performance is not very good, but since we know that $k_{\max}$ is complex within the PML, we do not expect outstanding performance; nevertheless, we see that the formulation does work. For $f(\omega, k_x, k_y) = k_x^2$ we find about the average of the two previous results. Finally, the dashed line represents the traditional PML, $f(\omega, k_x, k_y) = 1.0$, using the same attenuation profile and calculated using the convolutional PML method. The convolutional PML performs the best overall.

We next calculate the reflection coefficient for the $N = 2$ mode of a 2-D free-space-filled waveguide whose width is 20 cells. Fig. 2(b) plots the reflection coefficient for the convolutional PML (dashed line) and for $f(\omega, k_x, k_y) = \sin(2\pi/20)^2$ (solid line). The KPML and the convolutional PML perform similarly.
In addition, we obtained numerical results from both explicit and implicit time domain simulations. For the explicit simulations we apply standard Yee cell FDTD with the explicit implementation of (9). For the implicit time domain simulations we use a 2-D fully implicit FDTD electromagnetic solver that applies the single diagonally implicit Runge Kutta methods (SDIRK) [14], [15]. These fully implicit methods are unconditionally stable and provide accurate integration for stiff systems of equations. We performed time domain tests with both the KPML and the convolutional PML coexisting within the space for a free-space grid and found the simulations to be stable over time for 20,000 timesteps for both the explicit and implicit simulations. We have demonstrated that these KPML functions work as absorbing boundary conditions, not as well for open free-space problems as the traditional PML, but reasonably well for the free-space-filled waveguide.

B. Magnetized Plasma

We now apply the KPML to whistler mode waves in a magnetized plasma for which we expect it to perform better than the convolutional PML. For the reflection coefficient calculations and the explicit simulation we use an adapted version of [13] with the only modification being that we have collocated the vector electric currents with the electric fields on the FDTD grid. The properties of the magnetoplasma considered herein are the electron density, \( N_e = 2 \times 10^9 \) cm\(^{-3} \), and the ambient magnetic field, \( B_0 = 3 \times 10^{-4} \) T. The FDTD spaces have \( \Delta x = \Delta y = \Delta z = 20 \) m and \( \Delta t = \Delta x/\sqrt{3c} \). The PML attenuation profile is Gaussian with \( G = [15, 6, 0] \) with a thickness \( T = 20 \) cells. For the KPML we also apply an evanescent attenuation profile where \( B_0 = [k_0, \alpha, 0] \).

Fig. 2(c) plots the reflection coefficient for the convolutional PML (dashed line) and the KPML applying (4). The incident angle of the wave is 45 degrees for \( \psi_{x} k_x > 0 \) and 45 + 180 degrees for \( \psi_{x} k_x < 0 \). The incident power and reflected power are used to calculate the reflection coefficient; typically we use just the reflected magnetic field to calculate the reflection coefficient. We use power (instead of field components) for the magnetized plasma since Snell’s law requires two reflected waves (with different phase velocities) and that therefore the power of each of the two reflected wave must be calculated and summed for a true representation of the reflected wave energy. The region to the left of the vertical dashed line in the plot [Fig. 2(c)] represents where the incident wave has \( \psi_{x} k_x > 0 \) while that to the right represents where it has \( \psi_{x} k_x < 0 \). It is on the right side where we expect the KPML to perform the convolutional PML and we see that it does indeed do substantially better. As expected, the wave energy grows within the PML region for the case of the convolutional PML while the KPML attenuates the waves up to -40 dB. Even at the lower frequencies, where the incident wave has \( \psi_{x} k_x > 0 \), the KPML performs better and attenuates all waves while the convolutional PML shows some amplification. This is because even for an incident wave with, \( \psi_{x} k_x > 0 \), one of the two reflected waves at the PEC boundary can have \( \psi_{x} k_x < 0 \) and thus would amplify within the convolutional PML. Also, one sees that the KPML reflection coefficient goes to zero at the frequency corresponding to \( \theta_y = 45 \) degrees, i.e., when \( \theta_y \) equals the incident wave angle. This is by design since \( f(\cdot) \rightarrow 0 \) when this occurs. This is not a problem since at this angle there is no energy entering the PML, it directed in the \( \hat{y} \) direction along the ambient magnetic field.

Next we perform time domain FDTD simulations for the space shown in Fig. 3(a). Once again we apply the explicit and implicit codes described in Section IV-A. We use a 20 x 20 cell space adjacent to a 20 cell PML and excite the fields with a 1 cell \( E_z \) source in the center of the space using a modulated Gaussian centered at 40 kHz with a bandwidth of 20 kHz. From (9) we set our adjustable parameter \( \omega_b = \sqrt{(\omega_x^2 \omega_y)} \). Additionally, another mode near the plasma frequency of the system is amplified by the convolutional PML in the \( \hat{y} \)-direction [8]. We apply a first order lowpass filter, [16], to the electric and magnetic fields to remove the wave energy near and above the plasma frequency to suppress the wave growth. The lowpass filter does little to the whistler mode since its frequencies are at least an order of magnitude in frequency below the plasma frequency. We compare results for three different simulations; run 1: with the convolutional PML in the \( \hat{x} \)-direction and PEC in the \( \hat{y} \)-direction, and run 2: with the KPML in the \( \hat{x} \)-direction and PEC in the \( \hat{y} \)-direction, and run 3: with the KPML in the \( \hat{x} \)-direction and the convolutional PML in the \( \hat{y} \)-direction. For all simulations we measured the \( \hat{x} \)-directed electric field at point “A” in the grid over time. The results of the first simulation are plotted in Fig. 3(b); we see reflected waves amplified due to the convolutional PML as expected. For the second simulation, plotted in Fig. 3(c), we see that the KPML remains stable, however there is still energy that is ringing around due to wave power that is directed in the \( \hat{y} \)-direction which the KPML is not designed to absorb. The third simulation has both the KPML and the convolutional PML...
coexisting in the grid. The results of the third simulation are plotted in Fig. 3(d). Here we see the field over time converge to zero as all waves are now being absorbed by both PMLs. Just as important is the fact that the system remain stable for having both types of PMLs within the space. Simulations were run for 12,000 timesteps at the Courant for the implicit code. We ran the simulations for the explicit FDTD code for 16,000 timesteps at .7 of the Courant. Both codes yield similar results, however, only the explicit results are plotted. It should be noted, at least in the explicit code, that for this simulation if we set \( \sigma_{\text{max}} \Delta t > 5.0 \) the KPM becomes unstable, absorbing the short wavelength incident whistler waves but exhibiting growth in long wavelength waves of the same frequency and eventually saturating the entire space. Therefore, in this case the, the KPM breaks down as an absorbing boundary condition and consequently one must be careful in their choice of \( \sigma_{\text{max}} \Delta t \). However, for the free space case of Section IV-A, we found the KPM to be stable for all values of \( \sigma_{\text{max}} \Delta t \) so it really depends on the medium that the KPM is matching.

V. SUMMARY

We have developed a new PML formulation, referred to as the KPM, which explicitly takes into account information on the k-vector direction of incident waves. The use of the KPM method is necessitated for media when the k-vector and group velocity vector components normal to the PML are antiparallel, in which case the traditional PML algorithms result in the growth of the waves (rather than their attenuation) within the PML region. We applied the KPM method to the specific case of whistler mode waves in a magnetized plasma and quantified its effectiveness with both reflection coefficient calculations as well as demonstrating the stability of the formulation with time domain simulations. The time domain results were obtained using both explicit and implicit schemes. We are currently investigating methods for optimizing the numerical reflection coefficient of the KPM as well as ways to generalize the KPM method for any anisotropic medium whose k-vector and group velocity vectors differ.
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