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Chapter 1

Introduction

1.1 Project Overview

The super-het receiver invented by Edwin Howard Armstrong in 1917 is likely the

most popular wireless transceiver architecture and is used in most modern day Radio

Frequency Integrated Circuits (RFICs). Recently, however, interest in direct RF

sampling receivers as an alternative to the conventional super-het architecture has

been growing. Replacement of much of the analog circuitry of the RF front-end with

digital logic is driven by the desire for highly integrated, digitally scalable receivers

with low power consumption. Direct RF sampling receivers have been demonstrated

for GSM [Staszewski et al., 2008], the 802.15.4 standard for 900 MHz [DeVries and

Mason, 2008] and Software-Defined Radio for the 300 – 800 MHz band [Ru et al.,

2010]. The RF signal is either sampled at or above the rate of the carrier frequency

[Staszewski et al., 2008], [Ru et al., 2010], or subsampled at a lower rate [Yuce and Liu,

2004], [DeVries and Mason, 2004, 2008], [Pekau and Haslett, 2005, 2007], [Jakonis and

Svensson, 2003]. Subsampling architectures potentially exhibit several advantages

over super-het architectures and other direct RF sampling architectures.

The complexity of subsampling architectures is significantly lower and RF to IF

downconversion is achieved with less RF building blocks, potentially leading to sig-

nificant power savings. Another significant benefit of the subsampling architecture

is the capability to downconvert several distinct RF frequency bands with only one

1



CHAPTER 1. INTRODUCTION 2

sampling clock signal. Thus, subsampling architectures are particularly suited for

Global Navigation Satellite System (GNSS) applications where downconversion of

multiple frequency bands is required: With the advent of the new civilian GPS signal

L2C and L5 in 2007 and 2009 [Fontana, 2001], [Van Dierendonck, 2001], respectively,

and the anticipated onset of the new Galileo signal [Issler et al., 2003], a receiver

that can process multiple signals simultaneously without adding complexity, is highly

desired. In fact, a subsampling GNSS receiver front-end made of discrete components

was proposed and investigated by Akos et al., [1999, 2003] and by Prades and Rubio,

[2004]. A strategy for determining the optimum sampling frequency for such a GNSS

receiver was found by Psiaki et al., [2005]. As Psiaki showed, it is possible to down-

convert the GPS frequencies L1, L2 and L5 and the Galileo signals simultaneously

using a sampling frequency of 99.23 MHz.

Several comparative studies of the super-heterodyne and the subsampling archi-

tecture have been undertaken [Tsui and Akos, 1996], [DeVries and Mason, 2008],

[Psiaki et al., 2003]. It is evident that subsampling receivers, in theory, do not deliver

subpar performance when compared to super-heterodyne receivers. Subsampling ar-

chitectures, however, have in the past demonstrated high Noise Figures (NFs) due

to the difficulty of building narrowband RF anti-aliasing filters. To achieve low NFs,

subsampling architectures require good bandpass filtering before the digitization to

prevent noise and interference aliasing. As explained by Lee, [1998, Chapter 19.3], it

is difficult to build good bandpass filters in RFICs. In typical RF CMOS processes,

on-chip inductors with high quality factors Q are hard to obtain, a critical prereq-

uisite for a bandpass filter with sharp magnitude response. Commonly, a technique

called Q-enhancement is applied to the lossy spiral inductors. By creating a negative

parallel resistance, the loss of the inductors is partially canceled and the effective Q is

increased, leading to a so-called Q-enhanced resonator [Kuhn et al., 1998], [Ahmed et

al., 2003], [Wiser, 2008]. It was shown by Wiser, [2008] that Q-enhancement can be

successfully implemented to achieve even multi-stage bandpass filters in RF CMOS

with arbitrary filter response.

Using Q-enhanced bandpass filters, there have been some successful attempts to

develop subsampling architectures on-chip, and progress has been made to reduce the
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NF of subsampling architectures in RFICs. DeVries and Mason, [2008] reported a

NF of 8 dB using RF filters with highly Q-enhanced LC resonators and theoretically

showed that subsampling architectures can achieve similar performance as conven-

tional receivers. Pekau and Haslett, [2005, 2007] achieved a simulated NF of 8 dB.

Such NFs might be acceptable in many applications; however, a GNSS receiver typ-

ically requires a NF of less than 5 dB [Cheng et al., 2009], [Liscidini et al., 2006],

[Gramegna, 2006], [Ko, 2005].

In this dissertation, a low noise GPS subsampling receiver is demonstrated for the

GPS L1 signal. The power consumption and the NF is comparable to state-of-the-art

heterodyne GPS receivers. The front-end was fabricated in a 130 nm BiCMOS process

from National Semiconductor and occupies 1x2 mm2. The total power consumption

is 9 mW, the supply voltage is 1.2 V. The NF before subsampling is 3.2 dB at the

filter output. After subsampling, the total receiver NF is 3.8 dB making it suitable

for GPS. The NF penalty due to subsampling is less than 1 dB. The dissertation is

rounded off by the theoretical investigation and derivation of the NF of a subsampling

architecture with bandpass filter.

1.2 Dissertation Organization

Chapter 2 presents an introduction to the various GPS segments and the GPS signal

structure. A typical GPS receiver front-end design based on the super-heterodyne

architecture is illustrated and the design challenges are discussed. Relevant figures

of merit for a GPS receiver such as NF and 1 dB compression point are defined and

derived in Chapter 2.

In Chapter 3, the proposed subsampling architecture is presented. The theoretical

NF of a subsampling architecture with bandpass filter is derived and the fundamen-

tal differences to the super-heterodyne architecture are highlighted. Moreover, the

effects of sampling clock jitter on the receiver NF are investigated. The discussion is

continued with the effects of quantization noise on the receiver performance. A study

of the linearity of the proposed subsampling architecture rounds off the discussion in

Chapter 3.
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Chapter 4 describes the circuit implementation of the receiver. The low noise

amplifier (LNA) is discussed and the design trade-offs are briefly reviewed. A detailed

study of the RF filter, the sample and hold (S/H) stage, the variable gain amplifier

(VGA) and the other RF building blocks is presented on a transistor level basis.

Finally, at the end of Chapter 4, the layout of the IC is discussed.

In Chapter 5, measurement results of the front-end are presented. A total receiver

NF of less than 3.8 dB is achieved, comparable to the NFs of many super-heterodyne

GPS receiver front-ends.

Finally, in Chapter 6, a conclusion is drawn by comparing and interpreting mea-

surement results. A section about future work still necessary to make the subsampling

receiver a viable and robust solution rounds off the dissertation.

1.3 Contributions

The primary contribution of this thesis is:

• Design of an integrated subsampling GPS receiver front-end for the GPS L1

signal in a 130nm BiCMOS process. The receiver achieves a noise figure of

less that 3.8 dB, the lowest ever recorded noise figure of a subsampling based

receiver.

Other contributions made during the design of the GPS receiver front-end are:

• Development of a new on-chip double notch RF filter architecture, serving as a

noise and interference rejection filter in the GPS receiver front-end.

• Extension of the Friis Formula for noise figure calculations to include noise

aliasing and noise folding in cascaded RF systems.

• Investigation of the oscillation stability of various subsampling receiver archi-

tectures.



Chapter 2

The Global Positioning System

GPS is comprised of the User Segment, the Space Segment and the Operational

Control Segment as explained by Misra and Enge [2006, pp. 29-66, Chapter 2]. The

Space Segment consists of the satellites that transmit the ranging and navigation

signals. The ranging and navigation signals are received by the User Segment which

determines position and time of the user. The Space Segment is constantly monitored

by the Operational Control Segment which is comprised of several monitoring stations

distributed around the globe. The Operational Control Segment is operated by the

U.S. Department of Defense which ensures proper operation of the GPS. The U.S.

Department of Defense, for instance, performs minor adjustments to the location of

the satellites and updates the ranging and navigation signals of the satellites.

This chapter presents a review of the Global Positioning System and its various

segments. It is intended to give the necessary background for the following chapters,

and primarily a review of contemporary GPS literature such as [Misra and Enge,

2006] and [Parkinson and Spilker, 1996]. In the first section of this chapter, a detailed

description of the GPS Space Segment and Operational Control Segment (OCS) is

provided. In the next section, the GPS signal structure is investigated and analyzed

in detail. Then, the relevant and important figures of merit of a GPS receiver are

discussed; namely the 1 dB compression point, the signal-to-noise ratio (SNR) and

the NF. The formula for the NF of a cascaded RF system — the well-know Friis

equation — is derived during the discussion of the NF. Finally, in the last section,

5
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Figure 2.1: GPS Space Segment: 24 satellites in 26,550 km orbits provide the ranging
signal and the navigation message to the GPS User Segment.

the design and implementation challenges of a super-heterodyne based GPS receiver

front-end are presented.

2.1 GPS Space and Operational Control Segment

The Space Segment is illustrated in Figure 2.1 and consists of a configuration of more

than 24 satellites orbiting the Earth at a speed of 4 km/sec in six different circular

orbits with 26,600 km radius [Misra and Enge, 2006, pp. 33-34, Chapter 2]. The

satellites are unevenly distributed in each one of the six orbital planes. The orbits are

inclined at an angle of 55◦ relative to the equatorial plane. In GPS terminology, the

satellites are referred to as space vehicles and are distinguished by a two character

code. Each satellite transmits a navigation signal with a unique satellite specific

ranging code and the navigation message. From the ranging code and the navigation

message, the user can determine his distance to each one of the satellites. By making

several range measurements to distinct satellites the user can ultimately calculate his

position very precisely. At least four range measurements are necessary to accurately

determine position. Under typical conditions, the user has 5 to 8 satellites in view as

depicted in Figure 2.1.
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Figure 2.2: The GPS Operational Control Segment (OCS) continuously monitors the
Space Segment.

The Operational Control Segment (OCS) is illustrated in Figure 2.2. The OCS

is comprised of several control stations operated by the U.S. Department of Defense,

including the Master Control Station (MCS) located at the Schriever Air Force base

in Colorado. Other monitoring stations are located in Hawaii, Cape Canaveral, As-

cension Island, Diego Garcia and Kwajalein [Misra and Enge, 2006, p. 35, Chapter

2]. Also, the National Geospatial-Intelligence Agency (NGA) controls a globally dis-

tributed network of several monitoring stations. Communication between the Space

Segment and the OCS is performed via ground antennas. The location of the control

stations and the location of the ground antennas can be determined from Figure 2.3.

The OCS monitors and corrects the satellite orbits by performing small satellite ma-

neuvers; it also updates the GPS time and navigation message and performs other

vital functions necessary for the proper operation of the GPS.

2.2 GPS Signal Structure

The GPS satellites provide at least two different signals, the GPS L1 signal and the

GPS L2 signal. The GPS satellites continuously transmit the GPS L1 signal with a
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Figure 2.3: Location of the OCS monitor stations, [Russo, 2008].

carrier frequency of 1575.42 MHz and the GPS L2 signal with a carrier frequency of

1227.60 MHz. Additional signals and satellites were added in recent years to further

enhance the capabilities of GPS. A new civilian signal, the GPS L2C, was added

to the GPS L2 carrier with the launch of new satellites in 2005. Also, starting in

2007, satellites were launched broadcasting the new GPS L5 signal at 1176.45 MHz

in a protected frequency band for so-called safety-of-life applications. A complete

discussion of the GPS signal structure is given by Parkinson et al., [1996, Chapter

3] and Misra and Enge, [2006, pp. 37-43, Chapter 2, pp. 71-77, Chapter 9] for the

interested reader.

The discussion in this text is focused on the ubiquitous GPS L1 signal for civil users

which has found its way into numerous applications. The GPS L1 signal is described in

[IS-GPS-200D, 2004] and consists of three components [Misra and Enge, 2006, pp. 37-

43, Chapter 2]: (i) the RF carrier located at the carrier frequency of 1575.42 MHz, (ii)

the satellite specific ranging codes — also referred to as pseudo random noise (PRN)

codes — which are different for every satellite and which are uncorrelated with each
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Figure 2.4: GPS L1 signal: RF carrier signal, PRN code xR(t) and the navigation
message d(t) — not drawn to scale.

other, (iii) the GPS L1 carrier that is modulated by two distinct ranging codes; one

that is accessible by civil users and one that is accessible by authorized military users,

only. The ranging codes for civil users are referred to as C/A (coarse/acquisition)

codes and for military users as P(Y) (precision) codes. Each C/A code is comprised

of a unique sequence of 1023 bits — also referred to as chips in GPS terminology —

and repeated every 1 ms. Hence the bit rate of the C/A codes, the so-called chipping

rate, is 1.023 MHz. The P(Y) codes possess a significantly longer bit sequence and

duration than the C/A codes which allows for a higher ranging precision. Due to their

restricted access, the P(Y) codes are not part of the discussion in this text. The C/A

ranging codes allow to make precise measurements of the distance or range to each

one of the satellites in view. The last component modulated on the L1 carrier is the

navigation message which is transmitted at 50 bits per second, hence every bit has a

duration of 20 ms. The navigation message contains critical satellite parameters such

as satellite location and velocity, information about the bias of the satellite clock and

other crucial parameters. Ultimately, the GPS receiver calculates its position from

the measured range to the satellites and the extracted navigation message.

The RF carrier, the PRN code and the navigation message are illustrated in
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Figure 2.5: GPS L1 signal spectrum. P(Y) code spectrum (dashed line) and C/A
code spectrum (solid line), from [Misra and Enge, 2006, p. 41, Chapter 2].

Figure 2.4. The GPS L1 signal with the carrier frequency fL1 can be modeled by

s(t) =
√

2PS xR(t) d(t) cos(2πfL1t) (2.1)

where PS is the signal power, d(t) is the navigation message and xR(t) the ranging

code. The minimum signal power measured on ground in a location with unobstructed

view to a GPS satellite is -130 dBm. Often the actual received signal power PS is

several dB higher and dependent on the satellite constellation, atmospheric conditions

and other factors. On the other hand, it is easy to lose 10 dB to 20 dB of signal power

in locations with obstructed view to the satellites such as in urban canyons or indoor

environments.

Modulation of the L1 carrier with the 1023 bit long C/A code and the much longer

P(Y) code causes the signal spectrum to spread out around the carrier frequency.

Hence, the ranging codes are sometimes also called spread-spectrum codes. The signal

spectrum of the L1 carrier (modulated with the P(Y) and C/A code) is displayed

Figure 2.5. The main lobe of the C/A code has a bandwidth of 2.046 MHz; the main

lobe of the P(Y) code has a bandwidth of 20.46 MHz. Spreading has no influence

on the transmitted signal power PS which remains still at approximately -130 dBm.
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Thus, spreading causes the power spectral density to drop.

In the following, the cross- and autocorrelation properties of the C/A code se-

quences transmitted by the different satellites are presented. Assume xkR(q) is the

C/A code transmitted by the k-th satellite and q is the q-th chip of the 1023 bit long

C/A code sequence. Then, the autocorrelation and crosscorrelation function of xkR(q)

is given by [Misra and Enge, 2006, pp. 40-41, Chapter 2]

1022∑
i=0

xkR(i)xlR(i+ n) ' 0 for all n, if k 6= l (2.2)

1022∑
i=0

xkR(i)xkR(i+ n) ' 0 for n > 0 (2.3)

Since the sequence repeats after 1023 bits, it is clear that xkR(q) = xkR(q + 1023).

From the crosscorrelation function (2.2) it can be concluded that the C/A codes from

different satellites are approximately orthogonal to each other. On the other hand, the

autocorrelation function (2.3) of any C/A code is only zero for non-zero time shift,

a property of the C/A codes which is illustrated in Figure 2.6. The GPS receiver

back-end creates a replica of the GPS C/A code and correlates it with the received

signal from the antenna. Back-end receivers rely on the crosscorrelation properties

of the C/A codes from different satellites to separate the satellites in view. The

autocorrelation properties allow to precisely align and synchronize the replica signal

with received signal from the antenna, a property required for making precise range

measurements.

2.3 GPS Receivers

2.3.1 Thermal Noise, Signal-to-Noise Ratio, C/N0 Ratio

Thermal noise, the signal-to-noise ratio SNR and the carrier-to-noisefloor ratio C/N0

are discussed in the following section. The term noise can be defined broadly to

include every undesired signal component present in the signal spectrum. It certainly
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Figure 2.6: Autocorrelation properties of the C/A code — not drawn to scale.

includes random noise from thermal sources — also referred to as Johnson noise —

which was first reported by Johnson, [1928]. Another important source of random

noise is shot noise originating from the granular nature of electronic charge. Shot noise

was first described by Schottky, [1918]. Other sources of random noise include Flicker

noise and burst noise which are well-described by Lee, [1998]. Noise from deterministic

sources include quantization noise introduced by analog-to-digital (A/D) conversion

or supply and ground bounce induced by supply current transients, for instance,

from switching digital gates. Due to the wide range of different types of noise, the

derivation of the NF in this chapter is limited to noise from thermal sources, the most

important type of noise for GPS. The interested reader is referred to [Lee, 1998] for

an extended discussion of various sources of noise in RF systems.

The available thermal noise power generated by the source load is proportional to

the absolute temperature T and given by [Gonzalez, 1997, p.295, Chapter 4]

PNoise = kTB (2.4)

where k is the Boltzmann’s constant and B the bandwidth over which the measure-

ment is made. The SNR, one of the most frequently used concepts in RF circuit

design, is essentially a measure by how much the signal is corrupted by noise. The
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Figure 2.7: Noisy RF system

SNR is defined as the ratio of signal power PSignal to noise power PNoise

SNR =
PSignal

PNoise

(2.5)

The SNR is commonly expressed in decibels. The higher the SNR, the less the signal

is corrupted by undesired noise components. Often, for GPS receivers the C/N0 ratio

is stated instead of the SNR. The C/N0 ratio is closely related to the SNR and is

defined as the ratio of the signal power C = PSignal (in Watts) to the noise power

density N0 (in Watts/Hertz). The relationship between the SNR and the C/N0 ratio

is straightforward. Assuming the bandwidth of interest is given by B, the SNR and

the C/N0 ratio are related by:

SNR =
C

BN0

(2.6)

2.3.2 Noise Factor, Noise Figure

The thermal noise factor measures the degradation of SNR from the input of a noisy

RF system to the output. As depicted in Figure 2.7, a signal with available power

PS,IN applied to the input of the RF system produces a signal at its output with

available power PS,OUT. The noise power at the input and output of the system are

given by PN,IN and PN,OUT, respectively. The noise factor F is defined as the ratio of

the input signal-to-noise ratio SNRIN to the output signal-to-noise ratio SNROUT

F =
SNRIN

SNROUT

(2.7)

The larger the SNR degradation from the input to the output, the larger the noise

factor F. The thermal signal-to-noise ratios SNRIN and SNROUT are measured at the
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input and output of the RF system under the condition that the input of the RF

system is connected to a source at a temperature T0 of 290 K. A more generalized

but perfectly valid definition for the noise factor F is given by

F =
total output noise power

output noise power due to the source (at a temperature of 290K)
(2.8)

The available thermal noise power from the source load is given by

PN,IN = kT0B (2.9)

The available noise power at the output of the RF system with available power gain

G is

PN,OUT = PN,ING+ PN,SYS (2.10)

PN,SYS is the system noise power generated by the RF system itself and is added to

the amplified thermal noise power from the source. PN,SYS can be related to the noise

factor F in the following fashion: With the available signal power at the input of the

RF system PS,IN and the available signal power at the output PS,OUT = GPS,IN the

noise factor F can be written as

F =
SNRIN

SNROUT

=

PS,IN

PN,IN

PS,OUT

PN,OUT

=
PN,ING+PN,SYS

PN,ING
= 1 +

PN,SYS

kT0BG
(2.11)

Note, that exactly the term PN,SYS causes the degradation of SNR from the input to

the output of the RF system.

Noise temperature is an alternative way to express the noise contribution of any

RF building block. The noise temperature Te of the system is defined as [Misra and

Enge, 2006, p. 403, Chapter 10]

Te=
PN,SYS

kBG
(2.12)

The relationship between the noise factor and the noise temperature is readily found
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from (2.11) and (2.12) and is given by

F = 1 +
Te
T0

(2.13)

If the RF system did not produce any thermal noise (PN,SYS = 0) the effective noise

temperature vanished and the noise factor became one (F = 1). Most practical RF

systems, however, produce noise.

The noise figure NF is related to the noise factor F by

F = 10log
SNRIN

SNROUT

(2.14)

Hence, the NF is the noise factor F in dB. The NF is one of the most important

figures of merit of a GPS receiver. It can be shown that it directly affects the ranging

precision of the receiver. In fact, the ranging precision of a GPS receiver is given by

[Misra and Enge, 2006, p. 416]

σ = cTC

√
1

4TC/N0

(2.15)

where c is the speed of light, TC the average chip duration (TC = 1µsec for the C/A

code) and T the averaging time of the correlator used in the receiver back-end. The

carrier-to-noise ratio C/N0 measured by the receiver back-end is closely related to

SNR as explained in Section 2.3.1.

The importance of achieving a low NF in the GPS receiver front-end can be

understood by calculating the signal power and the noise power at the receiver input.

The received noise power within the 2 MHz bandwidth of the C/A code (the main

lobe of the C/A code) is approximately -111 dBm. The GPS signal power received

by the antenna is about -130 dBm which is 20 dB below the noise floor. The signal

experiences a processing gain from noise averaging during the correlation process in

the receiver back-end which brings it above the noise floor for detection. Assuming

a chipping rate of 1.023 MHz for the C/A code and a symbol rate of 50 Hz for the

navigation message, the processing gain is 10 log(1023000/50) = 43 dB [Lee, 1998,
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Figure 2.8: Cascaded noisy RF system: A cascade of several noisy RF building blocks
with individual noise factors and gains.

Chapter 19]. Thus, the SNR is about 23 dB after processing and is further degraded

by the NF of the receiver front-end. Assuming that 10 dB of SNR is required for

detection, it is all too easy to understand why commercial GPS receivers have single-

digit NFs.

2.3.3 Noise Figure of a Cascaded RF System – the Friis

Equation

In this section the equation for the total system NF of the cascaded RF system

depicted in Figure 2.8 is derived. The cascaded system consists of n stages with

individual gains G1,. . . ,Gn and individual noise factors F1,. . . , Fn. The available

signal power at the input of the cascaded system is PS,0 and the noise power PN,0 =

kT0B. On the other hand, the available signal power at the output of the cascaded

system is PS,n and the noise power PN,n. Using the generalized definition from (2.8),

the noise factor F of the cascaded system is given by

F =
PN,n

G1G2..GnkT0B
(2.16)

The available signal power at the output of stage q is PS,q and the available noise

power is PN,q with a signal-to-noise ratio of SNRq. Stage q internally generates the

noise power PN,SYSq that is added to its output. The output noise power PN,1 of stage

1 is given by

PN,1 = PN,0G1 + PN,SYS1 = kT0BG1(1 + (F1 − 1)) (2.17)
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where use of equation (2.11) has been made. Similarly, the output noise power PN,2

of stage 2 is given by

PN,2 = PN,1G2 + PN,SYS2 = kT0BG1G2

(
1 + (F1 − 1) +

1

G1

(F2 − 1)

)
(2.18)

The output noise power PN,n is thus given by

PN,n = PN,n−1Gn + PN,SYSn = kT0BG1G2 · · ·Gn

×
(

1 + (F1 − 1) +
1

G1

(F2 − 1) + · · ·+ 1

G1G2 · · ·Gn−1
(Fn − 1)

) (2.19)

Combining (2.16) and (2.19) the total cascaded spot noise factor is given by

F = F1 +
1

G1

(F2 − 1) + · · ·+ 1

G1G2 · · ·Gn−1
(Fn − 1) (2.20)

which was derived by Friis, [1944]. Hence, the equation is commonly referred to as

Friis equation. Equation (2.20) highlights the well-know result that the noise factor

of the first stage in a cascaded RF system fully contributes to the overall noise factor

of the system while the noise factors of the subsequent stages are divided by the gain

of the preceding stages and have a much smaller impact on the total system noise

factor. To achieve a low overall noise factor or NF, it is very important to use an

amplifier with a low NF and a high gain as first stage.

2.3.4 1 dB Compression Point

Another important figure of merit for the linearity of a GPS receiver is the 1 dB

compression point. At low RF input power levels the RF system behaves linearly

and the RF output power is equal to the small signal power gain times the RF input

power. At higher RF input power levels, higher order harmonics appear in the signal

spectrum effectively causing a reduction of power gain. The 1 dB compression point

of a RF building block is defined as the RF input power where the actual measured

power gain is 1 dB smaller than the small signal power gain. The 1 dB compression
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Figure 2.9: The 1 dB compression point is the point where the actual measured power
gain is 1 dB smaller than the small signal power gain.

point is illustrated in Figure 2.9. A good discussion of the 1 dB compression point

can be found in [Lee, 1998].

Receiver linearity is an important figure of merit for a GPS receiver. Out-of-band

interference can saturate the LNA and create spurious harmonic mixing products

which ultimately lead to jamming of the receiver. Therefore, the 1 dB compression

point of the receiver has to be sufficiently high to accommodate these signals while

remaining in the linear region. Out-of-band interference is filtered out by the IF

filter if the receiver is not saturated. While the receiver can be made more resilient

against out-of-band interference by increasing the linearity of the front-end, other

measures need to be taken in order to improve the jamming performance against in-

band interference. In-band interference is passed right through the IF filter and can

jam the receiver back-end. Jamming sometimes occurs at signal level as low as -110

dBm. Higher bit quantization improves the resilience of the receiver against in-band

interference. It is worth mentioning that the closely related third order input referred

intercept point (IIP3) is often used as measure of linearity for GPS receivers. The

IIP3 is typically about 10 dB above the 1 dB compression point.
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2.3.5 Receiver Overview

The GPS receiver can be split up into an analog receiver front-end and a digital

receiver back-end: The GPS receiver front-end captures the RF carrier signal via its

antenna and downconverts the signal to a much lower IF. The GPS receiver front-end

consists of the RF and IF section of the receiver and includes the RF bandpass filter,

the LNA, the downconverter, the IF bandpass filter and the IF amplifier.

The GPS receiver back-end performs the digital signal processing. The back-end

extracts the navigation message and determines the range to the satellites in view

from which it calculates the position of the user. It performs an acquisition step to

find an estimate for the time of arrival and the doppler shift of the received signal.

After signal acquisition, the back-end switches into signal tracking mode during which

more accurate estimates of the time of arrival and doppler shift are obtained. The

correct estimation of both quantities is necessary to accurately determine the range

to the various satellites in view. Also, during signal tracking mode, the 50 Hz and the

navigation message is extracted. The precise position of the user is determined from

the range measurements and the information obtained from the navigation message.

The digital receiver back-end is beyond the scope of this dissertation. The interested

reader is referred to [Misra and Enge, 2006, Chapter 11-13] and [Parkinson et al.,

1996, Chapter 8] for a more detailed discussion of the digital back-end.

2.3.6 Superheterodyne Receivers

The RF front-end of a typical GPS receiver is typically based on the well-know het-

erodyne architecture [Cheng et al., 2009], [Liscidini et al., 2006], [Gramegna, 2006],

[Ko, 2005]. A picture of the architecture is depicted in Figure 2.10. The RF signal is

captured by the antenna and low-noise amplified by the LNA. The NF and the gain

of the LNA approximately set the total NF of the GPS receiver. It is thus important

to design a LNA with a low NF and a large gain to overcome the NF of the subse-

quent RF mixer. After passing the LNA, the RF signal is downconverted to IF by

the mixer. A precise clock signal generated by the local oscillator is multiplied with

the incoming GPS L1 input signal. Assuming the frequency of the local oscillator is
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Figure 2.10: The super-heterodyne based GPS receiver front-end relies on classical
mixing to downconvert the RF signal. The super-het requires a PLL to synchronize
local oscillator with the external crystal oscillator.

fLO, the output signal of the RF mixer is given by

sIF(t) =
√

2PS xR(t) d(t) cos(2πfL1t) cos(2πfLOt)

=
√

2PS xR(t) d(t) (cos(2π(fL1 + fLO)t) + cos(2π(fL1 − fLO)t))
(2.21)

and has two frequency components. The higher frequency component fL1+fLO, which

is filtered out by the subsequent IF filter and the lower frequency component fL1−fLO,

which is the desired IF. To achieve a low IF, the local oscillator frequency needs to

be close to the incoming L1 frequency. It is interesting to note from (2.21) that both

the signal located at the frequency fL1 and the signal located at the image frequency

2fLO−fL1 are aliased down to the same IF. Hence, any interfering signal located

at the image frequency can potentially corrupt the signal and a preselector filter is

sometimes added to filter out the image frequency. The image frequency problem can

be partially mitigated by canceling the undesired image during the mixing process.

The Weaver architecture is one of the possible candidates for image rejection that

has been proposed in literature [Weaver, 1956]. The image frequency also plays an

important role for NF calculations: Noise located at the RF frequency and its image
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frequency is downconverted to IF. This effect increases the NF of a RF mixer by 3

dB.

After downconversion, a VGA amplifies the IF signal to meet the input require-

ments of the analog-to-digital converter (ADC). The gain of the VGA is often dynam-

ically adjusted to account for signal strength variations resulting from atmospheric

conditions or change of the user environment. The IF filter is usually of higher order,

serving as image rejection filter and anti-aliasing filter. The number of ADC bits

not only determine the jamming performance of the receiver but also the amount of

quantization noise. For example, a 1-bit ADC introduces about 2 dB of quantization

SNR loss that needs to be taken into account when calculating the total receiver NF.

The quantization loss can be added to the cascaded NF of the LNA, the mixer, the

VGA and the IF filter. In general, the quantization loss depends on the number of

quantization bits as well as the pre-sampling bandwidth (see Section 3.5 for further

analysis).

The local oscillator needs to be synchronized with an off-chip crystal oscillator

to achieve the clock precision necessary for GPS. Both frequency stability as well as

superior phase noise performance are important. Any frequency offset of the local

oscillator ends up as frequency offset of the IF, conceptually similar to the Doppler

shift. To ensure rapid signal acquisition, this frequency offset should not be too large.

Hence, the 1.57542 GHz L1 carrier needs to be relatively stable over time with re-

spect to frequency variations. Another concern is phase noise which directly degrades

receiver NF as it will be shown in Section 3.3. A good external oscillator such as a

temperature compensated crystal oscillator (TCXO) provides the necessary frequency

stability and phase noise performance. A phase-locked loop (PLL) consisting of a di-

vider structure, a phase detector and a loop filter synchronizes the TXCO with the

local oscillator. Often, for GPS a 16.368 MHz crystal is used whose frequency is 16

times the chipping rate of 1.023 MHz. Also note that the RF carrier is exactly 154

times the chipping rate.



Chapter 3

GPS Subsampling Receiver

Architecture

Subsampling or bandpass sampling architectures sample the incoming RF signal at a

frequency close to the much lower frequency of the information content change rather

than the carrier frequency. Subsampling architectures downconvert the RF signal

to IF by aliasing, which is in contrast with the super-heterodyne architecture where

downconversion is achieved through mixing rather than through sampling. It is not

surprising that relevant RF figures of merit such as the receiver NF are computed in

a crucially different way for a subsampling architecture.

This chapter describes the subsampling architecture for GPS in more detail and

derives the relevant RF figures of merit. The thermal NF of the subsampling receiver

is calculated taking into account in-band and aliased out-of-band thermal noise from

the LNA, the RF filter and the S/H stage. The analysis combines and extends the

derivations from Pekau and Haslett, [2006] and DeVries and Mason, [2008]. Using

approximations, a simplified expression for the thermal NF of a subsampling receiver

is found. The section is followed by a brief discussion on Q-enhanced resonator filters

which are used as anti-aliasing filters. The NF of the subsampling GPS receiver front-

end is not only affected by in-band thermal noise and aliased out-of-band noise. Other

sources of noise ranging from the jitter of the sampling clock (also known as aperture

noise) to the quantization noise introduced during A/D conversion are investigated

22
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Figure 3.1: Subsampling GPS receiver architecture comprised of a LNA, RF filter,
S/H stage, VGA and ADC. The subsampling receiver downconverts the RF signal to
IF by sampling rather than mixing. The clock signal is directly derived from a crystal
oscillator.

in the following sections. It is shown that subsampling architectures are suited for

GPS and GNSS application where ultra-low NFs are of uttermost importance. An

additional section on interference rounds off the discussion in this chapter.

3.1 Subsampling Architectures

The subsampling architecture proposed for the GPS receiver front-end is shown in

Figure 3.1 and is comprised of a LNA, a bandpass filter, a S/H stage and a VGA fol-

lowed by an ADC. The architecture is conceptually simpler than the super-heterodyne

receiver described in Chapter 2. The principle of operation of a subsampling archi-

tecture is well explained in [Pekau and Haslett, 2006], [DeVries and Mason, 2008]

and [Psiaki et al., 2005]. The RF signal is captured by the antenna and low-noise

amplified by the LNA. In contrast to the heterodyne architecture, the RF signal is

anti-aliasing filtered right after the LNA and directly sampled by the subsequent S/H

stage. Direct sampling of the RF signal can be thought of as convolution of the

incoming signal with an impulse train in the frequency domain. Let us assume the

incoming RF signal is given in the time-domain by x(t) and in the frequency domain

by X(f). The RF signal is sampled by the S/H stage which can be mathematically

described in the time-domain by multiplication of x(t) with Dirac impulses. The

sampled signal xS(t) is given by
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xs (t) = x (t) ·
∞∑

k=−∞

δ(t− k/fS) (3.1)

where fS is the sampling frequency. The spectral representation of xS(t) is given by

Xs (f) = X (f) fS ∗
∞∑

k=−∞

δ(f − kfS) = fS

∞∑
k=−∞

X(f − kfS) (3.2)

Thus, the RF signal received by the antenna is aliased to frequencies spaced fS apart

from each other, a familiar result predicted by the Nyquist-Shannon Sampling The-

orem. Note that the incoming RF signal has also a spectrally inverse frequency

component at −fRF which is also aliased to frequencies spaced fS apart from each

other and fS/2 apart from the aliasing frequencies of fRF as illustrated in Figure 3.2.

Sinc-distortion is not included in the spectrum in Figure 3.2 but has to be added if

a zero-order hold S/H stage is used. The signal with the lowest frequency content is

considered the IF.

In summary, subsampling architectures downconvert the RF signal to IF by alias-

ing. This is in contrast to downconversion by mixing and has also consequences for

computing the NF. While the NF of a Gilbert Cell mixer is calculated taking into

account only in-band noise and noise located at the image frequency, the NF of a sub-

sampling receiver is computed by taking into account thermal noise from out-of-band

sources that are aliased into the passband due to the sampling operation as illustrated

in Figure 3.2. As it will be shown in the next section, to achieve a decent NF for a

subsampling architecture, a good RF bandpass filter is necessary before subsampling

to filter out the undesired out-of-band noise.

After downconversion, the VGA amplifies the IF signal to meet the input require-

ments of the quantizer. An IF filter before quantization can potentially be omitted

if the RF filter is of higher order. Usually, it is still included serving as an image

rejection filter and anti-aliasing filter. In contrast to the heterodyne architecture the

off-chip crystal oscillator can directly provide the clock signal. As for the hetero-

dyne architecture, frequency stability as well as superior phase noise performance is
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Figure 3.2: Spectral content of the signal at the input and output of the S/H stage.
Aliasing of the two RF signal components at fRF and −fRF (red, solid arrows) and
noise aliasing from out-of-band noise sources (green, dashed arrows).

important for the subsampling architecture. Any frequency offset of the crystal oscil-

lator ends up as frequency offset in the IF conceptually similar to the Doppler shift.

Another concern is clock jitter which directly degrades receiver NF. A good exter-

nal oscillator such as a temperature compensated crystal oscillator (TCXO) provides

the necessary frequency stability and phase noise performance. A phase-locked loop

(PLL) is not required for this architecture.

A main benefit of subsampling is to a build multi-frequency receiver that can

process multiple signals simultaneously without adding complexity. Such a multi-

frequency subsampling receiver is depicted in Figure 3.3, where only the center fre-

quencies of the RF filters are tuned to the respective L1, L2 and L5 frequency while

the S/H stages share the same crystal oscillator. As Psiaki showed, it is possible to

downconvert the GPS frequencies L1, L2 and L5 and the Galileo signals simultane-

ously, for instance with a sampling frequency of 99.23 MHz.

In this chapter, a subsampling mixer is defined as ideal S/H stage preceded by a

bandpass filter. Such an ideal subsampling mixer is illustrated in Figure 3.5. Several

filter stages, sometimes providing extra gain, can be located before the S/H stage.

Let fS be the subsampling frequency of the sampling clock applied to the S/H stage.

An RF carrier located at fRF that is applied to the input of the subsampling mixer

is downconverted to fIF by aliasing. The spectral content at the output of the sub-

sampling mixer is depicted in Figure 3.4. The IF is located at f0 = fIF; aliases are
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Figure 3.3: Multi-frequency subsampling architecture capable of downconverting GPS
L1, L2 and L5.

located at f1, f2, ... . In theory, the IF frequency can be chosen arbitrarily. However,

it has been shown that a value of fS/4 provides some IF processing benefits [DeVries

and Mason, 2008]. It is important to note that not only thermal noise located at

fRF is downconverted to fIF but also thermal noise located at f1, f2, ... as explained

before. According to Figure 3.4, even order frequencies that alias to IF are given by

f2m = (m+ ∆) fS m int ,m ≥ 0 (3.3)

and odd order frequencies by

f2m−1 = (m−∆) fS m int ,m ≥ 1 (3.4)

where ∆ can be a number between 0 and 0.5. The location of the IF frequency

relative to the subsampling frequency fS is determined by the relation fIF =∆fS. The

subsampling ratio n relating the sampling frequency fS with the RF frequency fRF is
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Figure 3.4: Output frequencies of the subsampling mixer

defined as follows:
fRF
fS

=
f2n
fS

= n+ ∆ (3.5)

It can be seen from (3.3) and (3.5) that fRF =f2n (which will be used interchangeably

in the following derivation). In (3.5), the RF frequency is located at an even-order

frequency above nfS. Depending on the application, the RF frequency can be also

located below nfS at an odd-order frequency. In the latter case the downconverted

IF signal spectrum is flipped in the frequency domain as compared to the original RF

signal spectrum.

3.2 Thermal Noise Figure

3.2.1 Mathematical Derivation

In this section, an expression for the thermal NF of a subsampling mixer is derived.

The thermal noise factor F of a subsampling mixer can be calculated with the well-

known formula from Section 2.4:

F =
Total Output Noise Power

Total Output Noise Power due to the Source
=

Ptot

PS,tot

(3.6)

The total available output noise power of the subsampling mixer evaluated at IF can

be found by summing over all aliased noise components. As depicted in Figure 3.5,

let S(f) be the available noise power spectral density at the input of the S/H stage,

SAlias(f) the available noise power spectral density at the output of the S/H stage,

and Ss(f) the available noise power spectral density from the source at the input of
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Figure 3.5: Multistage subsampling mixer. The available noise power spectral den-
sities are given by SS(f), S1(f), ... , Sn(f), S(f) and SAlias(f). The available power
gain per stage is given by G1(f), ...,GN(f). The S/H stage is assumed to be noiseless.

the subsampling mixer. Sq(f) is the available noise power spectral density added by

the q-th filter stage. Gq(f) the available power gain of the of the q-th filter stage.

The S/H stage is assumed to be noiseless since all input referred noise of the S/H

stage can be included in SN(f). According to Figure 3.5, S(f) is given by

S(f) =
∏N

k=1Gk(f)SS(f) +
∏N

k=2Gk(f)S1(f) + ...

+GN(f)SN−1(f) + SN(f)

(3.7)

In most subsampling architectures fRF is the center frequency of the bandpass filter.

Therefore, Gk(fRF) is the available passband gain of the k-th filter stage; in the

following derivation, the shorter notations Gk(fRF) =Gk and Sk(fRF) = Sk are used

for simplicity. The available power spectral density SAlias(fIF) after sampling can be

found by summing over all aliased noise components according to (3.2):

SAlias(fIF) ∝
∞∑
m=0

S(fm)df (3.8)

Note, that the factor fS in (3.2) was omitted in (3.8) as we are only interested in

the noise factor ratio. In (3.8) ideal impulse sampling is assumed. If the S/H stage

is zero-order hold, then a sinc-distortion term will have to be included in (3.8). The

total output noise power Ptot at the output of the S/H stage within an IF signal
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bandwidth of 2B is given by

Ptot =

∫ fIF+B

fIF−B
SAlias(f)df ∝

∞∑
m=0

∫ fm+B

fm−B
S(f)df (3.9)

and includes aliased out-of-band noise. The component m = 2n in (3.9) represents

the in-band noise, while the other values of m represent the aliased out-of-band noise.

The output noise power due to the source within an IF bandwidth of 2B is given by

PS,tot ∝
∫ f2n+B

f2n−B

N∏
k=1

Gk(f)SS(f) df (3.10)

and does not include aliased out-of-band noise. The noise factor F of the subsampling

mixer can be computed by inserting (3.7), (3.9), (3.10) in (3.6). The derivation is

further illustrated in Appendix A. The resulting noise factor F of the subsampling

mixer is given by

F = S0N + (F1 − 1)S1N +
(F2 − 1)

G1

S2N + ..+
(FN − 1)∏N−1
k=1 Gk

SNN (3.11)

The coefficients SqN are called Aliasing Coefficients and are defined by

SqN =
∞∑
m=0

Rm
qN (3.12)

where

Rm
0N =

∫ fm+B

fm−B
G1N(f)

SS(f)

SS

df∫ f2n+B

f2n−B
G1N(f)

SS(f)

SS

df

(3.13)

and

Rm
qN =

∫ fm+B

fm−B
G(q+1)N(f)

Sq(f)

Sq
df∫ f2n+B

f2n−B
G1N(f)

SS(f)

SS

df

; q = 1, ..., N − 1 (3.14)
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and

Rm
NN =

∫ fm+B

fm−B

SN(f)

SN
df∫ f2n+B

f2n−B
G1N(f)

SS(f)

SS

df

(3.15)

where the cascaded available gain Gpq(f) from stage p to stage q, normalized by the

available gain at frequency fRF is defined by the relationship

Gpq(f) =

q∏
k=p

Gk(f)

Gk

1 ≤ p ≤ q ≤ N (3.16)

Gpq(f) is the transfer function of the cascaded RF filter stage from the input of stage

q to the output of stage p, normalized to 0 dB at the center frequency fRF (since

Gk =Gk(fRF)). Fq in (3.11) is the spot noise factor of the q-th filter stage evaluated

at frequency fRF. It is evident by comparing (3.11) with (2.20) that (3.11) is indeed

a modified version of the Friis equation weighted by the Aliasing Coefficients SqN .

3.2.2 Interpretation

Equation (3.13)–(3.15) can be further simplified assuming that the available gain

and the available noise power spectral density are approximately constant within the

bandwidth of 2B. This is a reasonable assumption since the bandwidth of interest

2B is typically a lot smaller than the RF center frequency. For example, the RF

frequency of the GPS L1 signal is at 1575.42 MHz. The bandwidth of the GPS L1

C/A code is 2 MHz. In such case, (3.13)–(3.15) simplify to

Rm
0N = G1N(fm)

SS(fm)

SS

(3.17)

Rm
qN = G(q+1)N(fm)

Sq(fm)

Sq
; q = 1, ..., N − 1 (3.18)

Rm
NN =

SN(fm)

SN
(3.19)
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Sq(fm)/Sq is the normalized (since Sq = Sq(fRF) = Sq(f2n)) available noise power

spectral density added by filter stage q, evaluated at frequency fm. G(q+1)N(fm) is the

normalized cascaded filter transfer function from the output of stage q to the output of

stage N , evaluated at frequency fm. G(q+1)N(f) has a bandpass filter characteristic in

subsampling architectures. Thus, the terms Rm
qN in (3.17)–(3.19) can be understood

as the normalized available noise power spectral density originating from the q-th

filter stage or the source of the subsampling mixer, measured at the input of the

S/H stage. This is illustrated in Figure 3.6, where a typical curve for the normalized

noise power spectral density originating from stage q — measured at the input of the

S/H stage — has been plotted. The curve has a bandpass filter characteristic and is

normalized so that the maximum of the available noise power spectral density is 1 at

the RF center frequency. The terms Rm
qN represent the value of the normalized noise

power contribution from stage q at the input of the S/H stage, evaluated at frequency

fm. The out-of-band noise component is weighted by Rm
qN while in the in-band noise

component (m = 2n) is weighted by 1 reflecting that this component is aliased to

IF without any filtering. The Aliasing Coefficients SqN as defined in (3.12) can be

interpreted as the summation of all filtered noise contributions from stage q that are

aliased down to the same IF.

Equations (3.13)–(3.15) are equivalent to equations (3.17)–(3.19) except that for

the derivation of the latter it was assumed that the noise power spectral density it is

constant over 2B. The Aliasing Coefficients SqN are solely dependent on the shape

(and not the gain) of the transfer function for noise originating from stage q to the

input of the S/H stage. It is also apparent from Figure 3.6 that SqN≥1. If an ideal

rectangular filter is used, no out-of-band aliasing occurs and SqN = 1. The Aliasing

Coefficients SqN can be found from the noise transfer functions of the stages, either

by AC simulation or by hand calculation.

To gain further insight, more approximations are made in the following analysis.

If the gain of the first stage G1 is sufficiently high, (3.11) can be simplified by keeping

only the first two terms:

F ' S0N + (F1 − 1)S1N (3.20)
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Figure 3.6: Normalized available noise power spectral density for noise originating
from stage q, measured at the input of the S/H stage.

If a narrowband Q-enhanced bandpass filter is used for the second stage and a LNA

with noise factor F1 as first stage, then S0N and S1N in (3.20) are approximately

equal since the normalized noise transfer function of the narrowband filter dominates

the overall noise transfer function from the input of the LNA to the input of the S/H

stage. In this case,

F ' F1 · S1N (3.21)

Hence, the NF becomes

NF ' 10 log(F1) + 10 log(S1N) (3.22)

It is apparent that in this case, the Aliasing Coefficient S1N increases the spot NF of

the system. Without noise aliasing, this figure would simply be 10 log(F1). Thus, for

the purpose of total system noise factor calculations, noise from out-of-band aliasing

can be treated as an additional stage with equivalent noise factor S1N . The NF

10 log(S1N) accounting for out-of-band aliasing can be just added to the simple spot

NF on a log scale diagram. It is important to note that (3.21) is one of the most
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practical and frequent cases.

3.2.3 Computation of the Aliasing Coefficients

In the following, the Aliasing Coefficients SqN defined by (3.12) are computed for

typical filter characteristics. It was recently shown by Wiser, [2008] that a higher

order bandpass filter can be implemented in an IC with arbitrary filter characteristic.

Such filters are referred to as stagger-tuned filters that use Q-enhanced resonators

to control the poles and zeros of the filter transfer function. Rm
qN is the value of

the normalized noise transfer function for noise originating from stage q, measured

at the input of the S/H stage and evaluated at frequency fm. In most subsampling

architectures, the normalized noise transfer function can have either a bandpass or

lowpass filter characteristic. If a sufficiently narrow bandpass filter is used, such as

a Q-enhanced RF bandpass filter, the overall normalized noise transfer function is

approximately equal to the normalized narrow bandpass filter transfer function. This

observation greatly simplifies the analysis in the sense that for the calculation of Rm
qN

and SqN only the dominant transfer filter characteristic has to be taken into account.

In the following, SqN is evaluated for a first order low-pass filter characteristic

and for higher order bandpass filter characteristics. The transfer function of a RF

bandpass filter of 2N-th order with Butterworth characteristic is given by [Pozar,

1998, pp. 443-470]

Rm
qN =

1

1 +
(
fRF

fC

(
fm
fRF
− fRF

fm

))2N (3.23)

and the transfer function of a Chebyshev filter of 2N-th order by

Rm
qN =

1

1 + ε2T 2
N

(
fRF

fC

(
fm
fRF
− fRF

fm

)) (3.24)

where fC is the 3 dB bandwidth of the filter; ε represents the ripple of the Chebyshev

filter and TN is the Chebyshev polynomial of N-th order. Using (3.12), SqN can be

calculated by summing over (3.23) or (3.24). For simplicity, the terms SqN were only

derived for a Butterworth filter characteristic but it is straightforward to derive SqN
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for Chebyshev filters. SqN is plotted into Figure 3.7 for a second order Butterworth

filter versus the subsampling ratio n and the inverse of the normalized bandwidth

fC/fRF as parameter. The corresponding second order Butterworth noise transfer

function is plotted into Figure 3.15. ∆ is assumed to be 0.25 so that fIF = fS/4. Two

cases are distinguished. First, the bandwidth 2B is set equal to fS/2 in (3.13), (3.14)

and (3.15). Second, the bandwidth 2B is much smaller than fS/2 so that equation

(3.17), (3.18) and (3.19) can be applied. Therefore, two curves per fRF/fC are plotted,

where the solid curve corresponds to 2B = fS/2 and the dashed curve corresponds

to 2B << fS/2. It is interesting to observe, that the case where 2B spans the entire

subsampling bandwidth fS/2 represents the worst case scenario. Thus, the Aliasing

Coefficients of a real subsampling mixer will be somewhere between these two curves

for finite bandwidth 2B < fS/2.

In Figure 3.8 and Figure 3.9, SqN is plotted for a fourth and sixth order Butter-

worth bandpass filter noise transfer function. Finally, in Figure 3.10, SqN is plotted

for a first-order lowpass type noise transfer function with 3 dB frequency fC. The

respective Butterworth noise transfer functions are plotted in Figure 3.16 and Fig-

ure 3.17. Several interesting observations can be drawn from the figures: First, the

Aliasing Coefficients SqN decrease with increasing subsampling frequency or decreas-

ing subsampling ratio. This is expected as with a higher subsampling frequency,

less noise folding occurs. Second, a smaller filter bandwidth decreases the Aliasing

Coefficients SqN because the aliased noise will be attenuated more strongly. Also,

comparing Figure 3.7 – Figure 3.9, a lower NF can be achieved by a higher filter

order.

Figure 3.7 – Figure 3.9 can be applied to (3.22) to find the increase in NF re-

sulting from aliased out-of-band noise of a subsampling mixer with a bandpass filter

characteristic. The Aliasing Coefficient S1N can be directly found from Figure 3.7 –

Figure 3.9. If multiple stage filtering is applied before sampling, the NF has to be

computed with the more general equation (3.11). The Aliasing Coefficients can still

be found approximately from Figure 3.7 – Figure 3.9. For example, if the first stage is

a very narrow second order bandpass filter with Butterworth filter characteristic and

the second stage a wideband lowpass filter, the transfer function from the input of the
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Figure 3.7: Aliasing Coefficient SqN (in dB) due to out-of-band aliasing in a sub-
sampling mixer with the second order Butterworth filter characteristic shown in Fig-
ure 3.15. The NF is a function of the inverse of the normalized filter bandwidth
fC/fRF and the subsampling ratio. Two different cases are displayed: Noise is in-
tegrated over 2B = fS/2 for the solid lines and over 2B << fS/2 for the dashed
lines.

first stage to the sampler is dominated by the bandpass filter. The transfer function

from the output of the first stage to the S/H stage, however, exhibits a lowpass filter

characteristic. In that case, S1N can be found from figure Figure 3.7 and S2N from

Figure 3.10. If, on the other hand, both filters are narrow second order bandpass

filters with Butterworth characteristic, then the transfer function from the input of

the first stage to the S/H stage is of fourth order and S1N can be found from Fig-

ure 3.8 while the transfer function from the output of the first stage to the S/H stage

is of second order and figure Figure 3.7 has to be used to approximate the NF of the

subsampling mixer. In most cases, the first stage of the subsampling mixer exhibits

a bandpass filter characteristic and the second stage, the S/H stage, a lowpass filter
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Figure 3.8: Aliasing Coefficient SqN (in dB) due to out-of-band aliasing in a sub-
sampling mixer with the fourth order Butterworth filter characteristic shown in Fig-
ure 3.16. The NF is a function of the inverse of the normalized filter bandwidth
fC/fRF and the subsampling ratio. Two different cases are displayed: Noise is in-
tegrated over 2B = fS/2 for the solid lines and over 2B << fS/2 for the dashed
lines.

characteristic.

An important aspect in subsampling architectures is the effect of higher order

terms in the modified Friis equation in (3.11). In the conventional Friis equation,

the noise factor of subsequent stages is dividend by the gain of the preceding stages.

Therefore, the first stages have to provide sufficient gain so that the noise from higher

order stages has no effect on the cascaded noise factor. In subsampling architectures,

the noise factors of the higher order stages are scaled by the Aliasing Coefficients

SqN ; thus the higher order terms in (3.11) are larger than in the conventional Friis

equation and a higher gain needs to be provided by the first stages. In order for
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Figure 3.9: Aliasing Coefficient SqN (in dB) due to out-of-band aliasing in a subsam-
pling mixer with the sixth order Butterworth filter characteristic shown in Figure 3.17.
The NF is a function of the inverse of the normalized filter bandwidth fC/fRF and the
subsampling ratio. Two different cases are displayed: Noise is integrated over 2B =
fS/2 for the solid lines and over 2B << fS/2 for the dashed lines.

approximation (3.20) to be valid,

S0N + (F1 − 1)S1N >>
(F2 − 1)

G1

S2N (3.25)

The available gain G1 has to be significantly larger than the product of S2N and the

spot noise factor (F2 − 1). This is in contrast with the conventional Friis equation

where the gain G1 has to be only significantly larger than (F2− 1). The higher order

terms are a critical factor in subsampling architectures and need to be considered.

In most designs, the transfer function for noise produced after the bandpass filter

stages exhibits a lowpass filter characteristic because the S/H stage typically has
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Figure 3.10: Aliasing Coefficient SqN (in dB) due to out-of-band aliasing in a sub-
sampling mixer with a first order lowpass filter characteristic. The NF is a function
of the normalized filter bandwidth fC/fRF and the subsampling ratio.

a RC type lowpass filter characteristic. For example, assume that the first stage

is a Q-enhanced stagger-tuned bandpass filter and the second stage a VGA with

lowpass filter characteristic. The respective spot noise factors (evaluated at fRF) are

F1 and F2 and the available RF gains (evaluated at fRF) are G1 and G2. Then, the

normalized noise transfer function from the input of the filter to the S/H stage exhibits

a bandpass filter characteristic as well as the transfer function for noise originating

from the bandpass filter itself. Thus, S0N'S1N . Assuming that the higher order

terms are negligible, the noise factor can then be found from (3.11)

F ' F1S1N +
(F2 − 1)

G1

S2N (3.26)

If the normalized transfer function for noise from the VGA to the S/H stage exhibits
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a lowpass filter characteristic, S2N has to be found from Figure 3.10. To achieve a low

NF, the available gain G1 has to be significantly larger than S2N which can be as high

as 40 dB. This detail is often overlooked in the design of subsampling architectures

leading to higher system NFs. The assumption that the S/H stage exhibits a low pass

filter characteristic is true in most cases since the S/H stage is usually a RC type of

filter, which has to be taken into account when computing S2N .

3.3 Clock Jitter

Another source of noise stems from the finite phase jitter of the sampling clock.

Aperture jitter causes an uncertainty in the sampling instances, which effectively

adds to the system noise and results in a degradation of signal-to-noise ratio therefore

increasing the NF of the mixer. The following analysis is a simplified version of the

analysis performed in [Arkesteijn et al., 2006]. The incoming signal is sampled by

the S/H stage as depicted in Figures 3.11. The goal of the following analysis is find

the equivalent rms input power due to jitter and treat the sample and hold stage as

noiseless as illustrated in 3.12. Expressing jitter as zero mean random variable τ , the

sampling instances tn are given by

tn = τ +
n

fs
, n integer (3.27)

As shown in Figure 3.13, aperture uncertainty ∆VRF is related to the clock jitter via

the slope of the subsampled signal by

∆VRF =
dVRF

dt
τ (3.28)

For the purpose of this calculation it is sufficient to treat the bandpass filtered GPS

signal as deterministic narrowband signal. It can be therefore written as

VRF(t) = A(t) cos(2πfRFt+ φ(t)) (3.29)

where the amplitude and the phase is given by A(t) and φ(t), respectively. Since the
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Figure 3.11: Sample and hold stage with clock jitter

Figure 3.12: Ideal Sampled and Hold stage, where clock jitter causing aperture un-
certainty is represented as input referred Gaussian noise source.

signal is narrowband, A(t) and φ(t) are slowly varying with respect to the carrier

frequency fRF. The rms noise power introduced by aperture jitter PJitter is related to

the expected value of (∆VRF)2

PJitter ∝ E[(∆VRF)2] =
(
dVRF

dt

)2
E[τ 2]

=
(
d
dt

(A(t) cos(2πfRFt+ φ(t))
)2
σ2
τ

≈ E[(2πfRFA(t) cos(2πfRFt+ φ(t)))2]σ2
τ

≈ 1/2A(t)2 (2πfRF)2 σ2
τ

(3.30)

where use of the approximation was made that A(t) and φ(t) are slowly varying with

respect to the carrier frequency fRF. The rms signal power PSignal is related to A(t)
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Figure 3.13: Aperture uncertainty and the clock jitter are related via the slope of the
subsampled signal.

by

PSignal ∝ 1/2A(t)2 (3.31)

resulting in the well-known equation for the NF due to jitter

NF = 10 log(1 +
PJitter

PSignal

) = 10 log(1 + (2πfRF)2 σ2
τ ) (3.32)

which depends only on the variance of the clock jitter and the frequency of the

incoming GPS signal. This relationship for the NF of the sample and hold stage due

to clock jitter is plotted into Figure 3.14 for relevant GPS signal frequencies between

1 and 2 GHz. As it can be seen, acceptable NFs can be achieved if the rms clock jitter

is below 20 ps. This is a rather unambitious target given that recent developments in

high frequency, fixed frequency oscillators offer less than 10 ps rms phase jitter and

often even less than 1 ps rms phase jitter [Wei et al., 2006], [Van den Homberg, 1999],

[Lam, 2008]. The NF due to clock jitter is likely to be even smaller since in (3.32)

the jitter power over the entire Nyquist range is considered. Since the subsampled

signal is often highly oversampled, only the jitter power that falls within the signal

band needs to be considered [Arkesteijn et al., 2006]. This result is in line with the

findings by DeVries and Mason, [2008], showing that the performance degradation

due to clock jitter for a RF subsampling receiver is of the same order of magnitude

as for a super-heterodyne receiver.

It is interesting to note that (3.32) is independent of the subsampling frequency.

However, depending on the oscillator, στ can indeed be a function of the oscillator

frequency.
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Figure 3.14: Noise figure of the sample and hold stage due to clock jitter causing
aperture uncertainty.

3.4 Interference

Interference plays an important role in subsampling architectures. Any out-of-band

interference spaced multiples of the sampling frequency apart will alias into the IF

band. Therefore, adequate bandpass filtering has to be provided to ensure that in-

terferers are sufficiently suppressed before bandpass sampling. Such an analysis was

performed in [DeVries, 2008] for a second order bandpass filter and is extended here

for higher order filters.

Using the same notation as in Section 3.2 the suppression or attenuation A of

interference in dB at frequency f can be directly found from the filter transfer function
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Figure 3.15: Noise transfer function of a second order Butterworth filter versus nor-
malized frequency.

G1N from stage 1 to stage N by

A = 10 logG1N(f) = 10 log

(
N∏
k=1

Gk(f)

Gk

)
(3.33)

The filter transfer functions are plotted into Figure 3.15 – Figure 3.17 for a Butter-

worth filter of second, fourth and sixth order, respectively. Satisfying the interference

requirements of some GPS applications can be challenging for subsampling architec-

tures. Interference is a problem especially in the vicinity of the center frequency if

a Butterworth filter architecture is employed. In subsampling architectures many

harmonics potentially end up within the receiver IF bandwidth. A second order

bandpass filter is often not enough and higher order filter architectures in conjunc-

tion with an external Surface Acoustic Wave (SAW) filter are required if operated in
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Figure 3.16: Noise transfer function of a fourth order Butterworth filter versus nor-
malized frequency.

high interference environments as often encountered in handheld devices.

In a Gilbert-Cell based heterodyne receiver, for instance, there is only one fre-

quency that can generate an image within the receiver IF bandwidth. This problem

can be further mitigated in heterodyne architectures by employing quadrature mixer

architectures such as the Weaver architecture that are able to suppress the image

frequency. In practice, these receiver architectures achieve less than 35 dB of im-

age suppression and an off-chip SAW filter is required nevertheless [Lee, 1998, pp.

700-701].

For GPS receivers, interference within the GPS band can come from either spu-

rious harmonic mixing products from adjacent transmitters or from intentional jam-

ming. Due to its wider bandwidth, the GPS C/A code is less vulnerable to interference

than narrowband signals. In addition to interference suppressing filters, several tech-

niques can be applied to improve the ability to reject interference. As summarized
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Figure 3.17: Noise transfer function of a sixth order Butterworth filter versus nor-
malized frequency.

in [Parkinson et al., 1996, Chapter 20], most of the techniques are implemented in

the back-end digital signal processing (DSP) unit of the receiver and are not con-

sidered here. However, in-band interference can significantly degrade the carrier to

noise ratio C/N0 of GPS receiver front-ends if the signal is quantized by a 1-bit ADC.

Higher order ADCs provide significantly improved performance in high interference

environments [Parkinson et al., 1996, pp.354–355].

3.5 Quantization Noise

The signal sampled by the ADC consists of the GPS signal plus a much larger com-

ponent of thermal noise, which is fed into the DSP unit for further processing. In the

DSP unit, the detector correlates the signal with a replica of the C/A code during
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the so-called code-wipeoff. The optimum detector for the GPS signal buried in Gaus-

sian noise would be an ideal matched filter, where correlation of the GPS signal with

the replica C/A code is achieved through convolution by integration. Such a filter

cannot be implemented in a practical receiver. Instead, the signal is quantized by an

ADC and correlated with the replica code by summation instead of integration. Such

an arrangement is also know as Digital Matched Filter (DMF), which introduces a

correlation loss with respect to the ideal matched filter.

In [Chang, 1982], the degradation factor D of a DMF is defined as the necessary

increase in energy per bit to noise power spectral density ratio Eb/N0 to achieve the

same bit error rate Pe as the ideal matched filter. This analysis has been performed

by Chang, [1982] where tables are provided for the resulting degradation. Using a

1-bit ADC, the quantization loss D of a signal buried in Gaussian noise is about 2

dB if the noise bandwidth is large compared to the signal bandwidth. For higher

order quantization, the quantization loss D improves significantly but becomes a

function of the maximum ADC threshold voltage relative to the RMS noise power.

For example, for a 2-bit ADC the lowest quantization loss of about 0.7 dB is achieved

if the maximum ADC threshold is approximately equal to the RMS noise level. For

3-bit quantization, the quantization loss can be about as low as 0.3 dB assuming a

wide noise bandwidth.



Chapter 4

Circuit Implementation

The subsampling GPS receiver chip was fabricated in a 130 nm BiCMOS process

from National Semiconductor. This process is very suited for RF applications due to

the high transit frequency of the process, the availability of spiral inductors, metal

comb capacitors and tunable varactors. The process enables high quality inductors

by the availability of two thick top metal layers. Using a patterned ground shield,

the inductor quality factor can be as high as 20. The process is rounded off by

bipolar devices which allow high speed operation with lower power consumption.

Only CMOS transistors are used in the chip except for the test buffers that match

the high impedance at the output of the filter to the 50 Ω impedance that is required

by most test equipment. Bipolar transistors were not employed in the main signal

path of the receiver, which was done for reasons of comparability with other CMOS

architectures. A competitive power consumption is a achieved through use of a 1.2

V supply voltage which is enabled by low threshold CMOS devices.

In this chapter, the circuit and layout techniques employed in the subsampling

GPS receiver are discussed. In the beginning, the architectural design choices are

reviewed and the receiver gain and frequency plan is presented. In the next sections,

the circuits of the RF building blocks are explained including the LNA, the RF

filter, the S/H stage and the VGA. Then, the tuning algorithm for the RF filter is

formulated. Finally, the layout of the IC is discussed at the very end.

47
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4.1 Design Choices

4.1.1 Architecture and Gain Plan

The gain plan of the GPS receiver front-end is depicted in Figure 4.1. It shows the

architecture of the subsampling GPS receiver which was treated in Chapter 2 and 3

on a theoretical basis. The first row in the table below the figure shows the voltage

gain of each stage in the architecture. In the second row the cumulative voltage gain

is printed and in the third row the cumulative NF. Most of these values are simulated.

Only the values that can be accessed by measurement equipment at the output of

the buffer stage and the output of the GPS receiver after the VGA are measured

quantities. The receiver achieves the lowest ever reported NF of 3.8 dB, more than 4

dB lower than in previously reported subsampling receivers [Pekau and Haslet, 2005,

2007], [DeVries and Mason, 2008]. The subsampling NF penalty is less than 1 dB.

The power consumption and the NF is comparable with state-of-the-art heterodyne

GPS receiver front-ends [Cheng et al., 2009].

The LNA with a 50 Ω input impedance is based on the well-known inductively-

degenerated topology [Shaeffer and Lee, 1997]. The LNA provides 18 dB of gain with

a NF of 2.5 dB. The gain of the LNA is not large enough to overcome the input

referred noise of the RF filter. Therefore, an additional amplifier was added between

the LNA and the filter. The supplementary amplifier has 7 dB of extra gain affecting

the NF of the system only slightly.

The Q-enhanced RF filter is capable of suppressing interference close to the RF

carrier frequency. This is an important requirement since interference from out-of-

band can alias in-band and corrupt the GPS signal, which is of special concern if

a 1-bit ADC is used for quantization [Parkinson et al., 1996, pp. 724–745]. The

RF filter uses a LCC series parallel resonant tank for image rejection. The input

impedance of the LCC tank exhibits a closely spaced zero-pole doublet creating a

notch in the transfer function at 1540 MHz and at 1610 MHz. The notch at 1540

MHz and 1610 MHz attenuates noise and interference close to the center frequency

which is not attenuated in conventional subsampling architectures, a main factor

leading to historically elevated NFs. The 3 dB bandwidth of the filter is 20 MHz.
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The center frequency is at 1575 MHz. The RF filter has a gain of 25 dB. Hence, the

total cumulative gain of the LNA, the common source amplifier and the filter is thus

50 dB. The NF at the output of the filter was measured to be 3.2 dB. An RF buffer

allows measuring the voltage at the filter output and provides an output impedance

match to the 50 Ω input impedance of the measurement equipment.

Cross-coupled differential pairs are applied to moderately enhance the Q-factor of

the on-chip spiral inductors. A higher level of Q-enhancement leads to a reduced in-

band linearity. Out-of-band linearity is barely affected by Q-enhancement. Reduced

in-band linearity can be tolerated for a GPS receiver with low bit quantization since

jamming of the receiver back-end occurs at an in-band interference level as low as

-110 dBm. Thus, the receiver is jammed already at signal levels significantly below

the in-band compression. The out-of-band linearity is limited by the common source

amplifier and could likely be improved.

Depending on the environment and application of the GNSS receiver, there can

be a significant amount of out-of-band interference due to adjacent channels. These

out-of-band signals can saturate the receiver front-end, generate undesired intermod-

ulation products and lead to unacceptable NFs. In practice, techniques that prevent

saturation of the receiver front-end include the use of external RF filter stages. For

example, an external Surface Acoustic Wave (SAW) filter can be placed between the

antenna and the receiver, which attenuates the undesired out-of-band interference.

After the filter, the RF signal is sampled by a S/H stage which mixes the RF

signal down to IF by aliasing. The available power of the GPS L1 signal is -130 dBm,

the available noise power within the 2 MHz wide C/A code bandwidth is

PN = 10 log kTB = −174 + 63 dBm = −111 dBm (4.1)

using the well know relation kT = −174 dBm/Hz at ambient temperature. Thus,

the signal power is about 20 dB lower than the noise power within the C/A code

bandwidth. At least 100 dB of voltage gain is necessary before quantization. A

variable gain amplifier brings the RF voltage up by 30-60 dB to a level where it can

be quantized by an off-chip A/D converter. As explained in Chapter 3, the RF signal
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needs to be equal to the full scale range of the ADC. In case of a 1-bit ADC, the

signal needs to be significantly larger than the comparator offset. The VGA ensures

that the desired signal level is achieved before quantization. The VGA is made of

four cascaded ac-coupled folded cascode gain stages providing additional signal gain

and IF filtering: The transfer function of the VGA has a low frequency gain of 60 dB

and a 3 dB frequency of 20 MHz with a roll-off of -80 dB/decade.

An interesting point is the location of the S/H stage. In conventional sampling

architectures the S/H stage is placed right before the quantization stage. This is not

practical for a subsampling GPS receiver since the RF signal would be amplified by

100 dB at a single frequency, leading to instability problems due to unwanted parasitic

RF coupling effects and spurious mixing products. Parasitic extraction simulations

show that the coupling coefficient k for two adjacent bondwires can be significant (k

can be as large as 0.25), so that a portion of the RF signal can be coupled to other

nodes leading to unexpected effects. In the chosen architecture, the S/H stage and the

quantization stage is separated by the VGA. The total gain of 100 dB is distributed

over two different frequencies: A gain of approximately 50 dB at the RF from the

input of the LNA to the output of the RF filter and another 50 dB at the IF from

the output of the S/H stage to the output of the VGA.

4.1.2 Frequency Plan

The frequency plan of the receiver is presented in Figure 4.2. A S/H stage directly

samples the GPS L1 carrier at 1575.42 MHz at a rate of 60 MHz, down-converting

the signal to an IF of 15.42 MHz. Aliases are spaced about 30 MHz apart: The

first alias occurs at 44.58 MHz, the second at 75.42 MHz, the third at 104.58 MHz

and so on. As explained in Chapter 3, a higher subsampling frequency improves the

noise and interference performance of the receiver at the same time as it increases

the power consumption. A lower subsampling frequency leads to higher NFs or more

stringent RF filter requirements, and vice versa. The chosen sampling rate of 60 MHz

translates into a subsampling ratio of 26.25 and requires a filter bandwidth of roughly

20 MHz to achieve the target NF. A two stage, fourth-order RF anti-aliasing bandpass
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Figure 4.2: Frequency plan of the subsampling GPS receiver. Input is the GPS L1
signal at 1575.42 MHz that is aliased down to 15.42 MHz. The receiver frequency
plan also includes the aliases of the downconverted GPS L1 signal.

filter with 20 MHz bandwidth prior to sampling can be practically realized even with

moderate Q-enhancement. Therefore, 60 MHz was chosen as optimum sampling rate.

4.2 Low Noise Amplifier

The first stage of the subsampling receiver is a low noise amplifier (LNA) which sets

the NF of the RF receiver and provides matching to the input impedance of the

antenna.

The LNA is illustrated in Figure 4.3 and based on the well known common source

inductively degenerated topology adopted from Shaeffer and Lee, [1997] which allows

tuning of the input impedance via the source and gate inductors without significantly

compromising noise performance. The LNA is designed in a differential fashion to

provide better immunity against various sources of noise. An off-chip RF balun1

performs conversion to the single-ended input of the GPS antenna. Transistor pair

M1 forms the differential input pair that is cascoded by transistor pair M2 to enhance

the gain and output impedance of the LNA, the tail current for the differential pair is

provided by current sourceM4. The input differential pairM1 is biased by the resistive

1Balun from Johanson Technology, 1600BL15B050
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Figure 4.3: The LNA is a common source inductively degenerated amplifier stage
implemented in a differential fashion. An off-chip RF balun performs single-ended to
differential conversion.
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divider R1 and R2. The on-chip LC resonant tank made of C2 and spiral inductor

L2 is tuned to the center frequency of the GPS L1 signal. The input impedance

is controlled by the on-chip spiral inductor L1, the capacitor C1 and the bondwire

inductances at the gates of transistor pair M1. For practical reasons, the capacitance

C1 was added to fine tune the input impedance without altering the sizing of transistor

M1. This was especially useful for making minor changes after post layout parasitic

extraction. In the following, the equations for computing the minimum NF and the

input impedance of the common source inductively degenerated LNA are repeated.

A simplified single-ended equivalent circuit of the LNA in Figure 4.3 is depicted in

Figure 4.4, where the bond pads and the bias circuitry have been omitted. The input

impedance of the LNA in Figure 4.4 is given by

Zin = sLG +
1

sCGS

+
gm1

CGS

LS

≈ ωTLS (at resonance)

(4.2)

where LG is the gate inductance, LS is the source inductance, gm1 the transconduc-

tance of transistor M1, CGS the gate source capacitance of transistor M1 and ωT is

the transit frequency. The real part and the imaginary part of the input impedance

Zin in (4.2) can be independently tuned by LG and LS . This allows setting the real

part of Zin equal to 50 Ω while resonating out the gate source capacitance of M1 and

thus, the capacitive part of the input impedance.

Optimizing the NF for a given antenna source resistance RS under the constraint

of a fixed power consumption, a procedure well explained in [Shaeffer and Lee, 1997],

the minimum NF is achieved if the input quality factor QL as defined by

QL =
ω0 (LS + LG)

RS

=
1

ω0RSCGS
(4.3)

takes its optimal value

QL,opt ≈ 3.9 (4.4)
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Figure 4.4: Simplified single-ended equivalent circuit of the LNA in Figure 4.3, where
the bias circuitry and the bond pads have been omitted.

The minimum NF is then given by

Fmin ≥ 1 + 1.62

(
ω0

ωT

)
(4.5)

where the equal sign in (4.5) holds only for ideal long channel devices. For short

channel devices, the minimum NF is somewhat larger.

This circuit introduces a degree of freedom since the two inductors LS and LG

can be independently tuned. This degree of freedom is exploited to achieve near

optimum noise performance and the desired impedance match at the input. Near

optimum noise performance can be achieved by satisfying (4.4) through tuning the

size of transistor M1 and thus, the gate source capacitance CGS. This fixes the value

of the sum of LS and LG in (4.3). At the same time, the desired impedance match
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can be obtained by setting ωTLS equal to 50Ω in (4.2). The NF of the amplifier shows

only a weak dependence on QL in the vicinity of QL,opt.

4.3 Additional Gain Stage

The LNA has a simulated gain of 18 dB, barely sufficient to overcome the input

referred noise of the subsequent filter stage. A second amplifier with an output buffer

stage as shown in Figure 4.5 was added between the LNA and the filter. The second

amplifier stage provides about 7 dB of extra gain and consists of a resistively loaded

differential amplifier, followed by a source follower buffer stage. The gain of the

additional buffer stage is given by

G = gm1R3
gm2

sCL + gm2

≈ gm1R3 (at lower frequencies) (4.6)

where gm1 and gm2 are the transconductances of transistor M1 and M2, respectively.

CL is the load capacitance of the amplifier stage (not shown in Figure 4.5), which

represents the input capacitance of the subsequent RF filter stage. The buffer stage

is required to drive the gate-source capacitance of the input transistors of the filter

stage.

It should be noted that the additional gain stage reduces the linearity of the GPS

receiver, since the input referred compression point of the RF front-end is reduced by

the amount of extra gain provided by the additional amplifier stage. This degradation

of linearity, however, can be tolerated since the extra gain is only 7 dB.

4.4 Double Notch RF Filter

4.4.1 LCC Notch Filter Resonant Tank

The RF filter is based on the elementary LCC series parallel resonant tank depicted

in Figure 4.6. Such LCC resonant tank is often employed in notch filter architectures
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Figure 4.5: Additional amplifier stage to provide some extra gain to overcome the
input referred noise floor of the subsequent RF filter. The gain stage includes a
common source differential pair followed by a source follower buffer stage.

to filter out certain frequency bands or to suppress interference arising from adja-

cent channels [Vallese et al., 2009]. Assuming perfectly lossless inductors, the input

impedance of the LCC notch filter resonant tank as depicted in Figure 4.6 is given by

Zin =
1 + s2L1 (C2 + C1)

sC1 (1 + s2L1C2)
(4.7)

(4.7) can be rewritten as

Zin =
1 + s2/ω2

z

sC1(1 + s2/ω2
p)

(4.8)
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Figure 4.6: Elementary LCC resonant tank circuit implemented in the RF double
notch filter. The input impedance exhibits a closely spaced zero and pole creating a
steep transition region.

with zero and pole frequencies of

ωz = 2πfz =
1√

L1(C1 + C2)
(4.9)

ωp = 2πfp =
1√
L1C2

(4.10)

Thus, the input impedance has a pole at frequency fp and a zero at frequency fz. If

C1 << C2 in (4.9) the pole is directly adjacent to the zero creating a steep transition

region between the zero and the pole in the plot of the input impedance Zin.

This brings up a valid question: How steep can the slope of the transition re-

gion become? In the case of perfectly lossless inductors (an assumption used in the

derivation of (4.8)) every desired slope can be achieved by moving the location of the

zero closer to the location of the pole. In reality, on-chip spiral inductors in modern

CMOS processes are inherently lossy due to eddy currents induced in the semicon-

ductor substrate and due to finite metal sheet resistance. This limits the maximum

achievable slope of the transition region between the zero and pole as it will be shown

in the following analysis.

The impedance of a lossy inductor can be modeled by a lossless inductor L1 plus

series resistor Rs. The input impedance of such an inductor is given by

Zind,lossy = Rs + sL1 (4.11)

Replacing the ideal lossless inductor with impedance sL1 in (4.7) with a lossy inductor
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with impedance sL1+Rs leads to

Zin =
1 + s2L1 (C2 + C1) + sRs (C2 + C1)

sC1 (1 + s2L1C2 + sRsC2)
(4.12)

The inductance L1 can be related to the series resistance Rs by introducing the quality

factor Q of the spiral inductor,

Q(ω) =
ωL1

Rs

(4.13)

The Q-factor of the spiral inductor evaluated at the zero frequency ωz is given by

Q(ωz) =
ωzL1

Rs

=
1

Rs

√
L1

C1 + C2

(4.14)

whereas the Q-factor of the spiral inductor evaluated at the pole frequency ωp is given

by

Q(ωp) =
ωpL1

Rs

=
1

Rs

√
L1

C2

(4.15)

The Q-factor of the spiral inductor exhibits only a weak frequency dependency up to

frequencies of several GHz. Since the relative location of ωp and ωz is within a couple

MHz, while the absolute value of ωp and ωz is at 1.575 GHz, a valid approximation is

to set Q=Q(ωp)=Q(ωp). Therefore, equation (4.7) can be rewritten in the following

form

Zin =
1 + s2/ω2

z + s/ (Qωz)

sC1

(
1 + s2/ω2

p + s/ (Qωp)
) (4.16)

Using s= jω = j2πf the input impedance Zin is in the form of N(ω)/D(ω). Both

the numerator N(ω) and the denominator D(ω) of Zin in (4.16) possess the equation

of a second-order bandstop filter with quality factor Q and resonance frequency ωp

and ωz, respectively. Therefore, the methods used in conventional filter design can

be applied to analyze to input impedance Zin. The numerator N(ω) is the equation

of a second order bandstop filter transfer function with center frequency ωz. The

bandwidth of the filter transfer function of N(ω) is controlled by Q.

Neglecting the part sC1 (which introduces a pole at zero), the denominator D(ω)

also exhibits a second order Butterworth filter characteristic with center frequency
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Figure 4.7: Magnitude of the input impedance Zin =N(ω)/D(ω), numerator N(ω)
and the inverse of the denominator 1/D(ω) in dB versus frequency. The quality
factor Q is pinned to 100, while the zero frequency fz = ωz/2π in N(ω) is swept in
negative steps of 20 MHz starting at 1570 MHz; the pole frequency fp =ωp/2π in D(ω)
remains at the GPS L1 center frequency of 1575 MHz. The steepness of the slope of
the transition region of Zin =N(ω)/D(ω) between the zero and the pole increases as
the zero approaches the pole. At the same time, the range of the transition (in dB)
region of Zin in Y-direction decreases.
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Figure 4.8: Magnitude of the input impedance Zin =N(ω)/D(ω), numerator N(ω)
and the inverse of the denominator 1/D(ω) in dB versus frequency. The quality factor
Q is swept from 25 to 200 in steps of 25, while the zero frequency fz =ωz/2π in N(ω)
is kept at 1525 MHz and the pole frequency fp =ωp/2π in D(ω) at the GPS L1 center
frequency of 1575 MHz. The steepness of the slope of the transition region of Zin

between the zero and the pole but even more so the range of the transition region
increases with the quality factor Q.
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ωp; therefore 1/D(ω) is the inverse of the transfer function of D(ω) and exhibits

bandpass behavior. Again, the bandwidth of the denominator transfer function is set

by the quality factor Q of the spiral inductors. This is demonstrated in Figure 4.7 and

Figure 4.8, where the magnitude of N(ω) and 1/D(ω) is plotted in dB. The magnitude

plot of Zin =N(ω)/D(ω) is found on the log-scale plot simply by adding the magnitude

plots of N(ω) and 1/D(ω). In both figures, the pole frequency fp =ωp/2π is pinned

to the GPS L1 center frequency of 1575 MHz. In Figure 4.7, the quality factor Q is

kept constant and equal to 100 while the zero frequency fz =ωz/2π of N(ωz) is swept

in negative steps of 20 MHz starting at 1.570 MHz. In Figure 4.8 the pole frequency

is kept at 1575 MHz and the zero frequency at 1525 MHz, while the quality factor Q

is swept from 25 to 200 in steps of 25.

It can be seen from Figure 4.7 that the slope of the transition region between the

zero and the pole of Zin =N(ω)/D(ω) indeed becomes steeper as the zero frequency

moves closer to the pole frequency. However, as the pole frequency increases, the

range in dB of the transition region (in Y-axis direction) decreases: Less attenuation

is achieved at the zero frequency and less gain is achieved at the pole frequency. To

counter this effect the transition region can be increased by increasing the Q-factor

as illustrated in Figure 4.8. To keep the range in dB of the transition region constant,

the Q-factor has to be increased as the zero moves closer to the pole. Overall, it

becomes clear that the steepness of the transition region is limited by the achievable

Q-factor of the spiral inductors.

4.4.2 Q-Enhancement of the Spiral Inductors

The on-chip spiral inductors are lossy due to the finite metal resistance of the inductor

windings and due to substrate loss from induced eddy currents; in fact, the quality

factor Q of the spiral inductors in the 130 nm BiCMOS process is below 20. To

increase the Q of the inductors in (4.16), a technique called Q-enhancement is applied

in [Georgescu et al., 2006] and [DeVries and Mason, 2002].

The series loss resistance of a spiral inductor can be transformed into a parallel loss

resistance by the well-know series-parallel impedance transformation Rp = Rs(1+Q2).
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Figure 4.9: Cross coupled differential pair exhibits a negative input impedance of
−2/gm; half of the impedance −1/gm is applied across each LC resonant tank in the
RF filter to cancel out part of the loss resistance of the spiral inductors and to enhance
the quality factor Q as shown on the right side of the picture.

The Q-factor can be enhanced by placing a negative resistance in parallel with the

parallel loss resistance Rp. Such a negative resistance is created by a cross-coupled

differential transistor pair as depicted in Figure 4.9. Small signal analysis reveals the

input impedance of the cross-coupled pair Zin=−2/gm. If applied in a differential

fashion, −1/gm is placed in parallel with each LC tank and therefore in parallel with

the loss resistance as illustrated on the right side in Figure 4.9. The resulting Q-

enhanced quality factor becomes

Q(ω) =

Rp

∥∥∥∥−1

gm
ωzL

=
Qunenhanced

1− gmRp

(4.17)

The enhanced Q can be controlled via the transconductance of the cross-coupled pair,

which in turn can be controlled via the tail current.

A limitation is the fundamental tradeoff between linearity, noise and the level

of Q-enhancement of the RF filter. This sometimes prevents the use of active Q-

enhancement in some applications. The total integrated noise power at the output of
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a Q-enhanced resonator is given by [Wiser, 2008]

v2nT = kT (γ + 1) ·
√
L

C
· ω0

Q

Q0

(4.18)

where Q0 is the unenhanced quality factor of the spiral inductor and ω0 = 1/
√
LC

the resonance frequency of the LC tank in Figure 4.9. γ is the coefficient of channel

thermal noise (γ=2/3 for long channel devices). The maximum voltage swing at the

output of the Q-enhanced resonator is limited by the output voltage vmax at the 1 dB

compression given by [Wiser, 2008]

vmax =
0.494

KN

√
L

C

√
1

QQ0

(4.19)

where KN =µCoxW/L depends on the transistor width W and length L, as well as on

the electron mobility µ and the gate oxide capacitance per unit area Cox.

The total integrated output noise power in (4.18) increases with stronger en-

hancement of the Q-factor of the spiral inductors. Simulations of the Q-enhanced

filter indeed lead to a NF of 18 dB, which requires a LNA with sufficient gain to over-

come the input referred noise of the second filter stage. For this purpose, a second

amplifier with 7 dB of extra gain was placed between the LNA and the RF filter in

this receiver.

On the other hand, the output 1 dB compression point is reduced with increasing

level of Q-enhancement, as apparent from (4.19). In addition, the 1 dB compression

point is further degraded by the gain of the LNA, which needs to be relative high

to meet the noise requirements of the system. This factor generally leads to a poor

linearity of Q-enhanced filters which poses a major limitation for some applications.

Equation (4.19), however, is only valid at the center frequency of the Q-enhanced

resonator in Figure 4.9. The linearity quickly improves moving away from the center

frequency since the gain of the filter drops sharply away from the center frequency.

Thus, only in-band linearity is degraded by Q-enhancement, while out-of-band lin-

earity can still be good. Commercial GPS receivers typically employ 1 to 3-bit A/D



CHAPTER 4. CIRCUIT IMPLEMENTATION 65

converters to quantize the signal. Reduced in-band linearity can be tolerated for a

GPS receiver with low bit quantization since jamming of the receiver back-end occurs

at an in-band interference level as low as -110 dBm. Thus, the receiver is jammed

already at signal levels significantly below the in-band compression. Therefore, Q-

enhanced filters do not pose a major limitation in a GPS receiver front-end.

4.4.3 Double Notch Filter Architecture

The primary goal of the RF filter is to prevent noise folding and noise aliasing and

to filter out RF interference close to the center frequency of the RF filter. This is

accomplished by a Q-enhanced filter topology based on two Q-enhanced LCC resonant

tanks that are described in the previous subsection. The two LCC resonant tanks

create a double notch in the transfer characteristic of the filter suppressing interference

close to the RF center frequency. The two LCC resonant tanks are employed in a

differential fashion to a cascoded amplifier stage. The simplified singled ended cascode

circuit in Figure 4.10 shows the basic principle. The Q-enhanced LCC tank serves as

load and degeneration impedance of the cascode stage. This way, the desired filter

characteristic is produced: A sharp roll-off and a narrow passband.

The impedance of the drain LCC tank at the drain of M1 shows up in the numer-

ator of the transfer function while the the impedance of the degeneration LCC tank

at the source of M1 shows up in the denominator. Hence, the load LCC tank alone

produces a filter transfer characteristic similar to the shape of the input impedance

Zin2 whereas the source LCC tank alone produces a filter transfer function similar

to the horizontally flipped shape of the input impedance Zin. This is illustrated in

Figure 4.10 showing the magnitude response of the filter, if only the top LCC tank is

applied to the drain of M1 and if only the bottom LCC tank is applied to the source

of M1. The overall transfer function of the RF filter with both LCC tanks can be

found by adding the two transfer functions on the log plot. The transfer function

exhibits a notch slightly below and above the RF center frequency: A sharp roll-off

is achieved to filter out interference close to the RF center frequency.
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Figure 4.10: Simplified singled-ended schematic of the RF filter based on two of the
elementary LCC resonant tank circuits from Figure 4.6. The RF filter consists of
a simple cascode stage loaded by the two LCC tanks. The top LCC tank loads
the cascode stage, while the bottom LCC tank degenerates the cascode stage. The
resulting magnitude response of the RF filter is plotted into the diagram on the right
side of the picture.
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Figure 4.11: Differential transconductance stage of the double notch RF filter: A
Q-enhanced LCC resonant tank controls the desired zeros and poles as illustrated in
Figure 4.10
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Figure 4.12: Differential transimpedance stage of the double notch RF filter: A Q-
enhanced LCC resonant tank controls the desired zeros and poles as illustrated in
Figure 4.10
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In the following, a more detailed analysis of the RF filter transfer function is per-

formed. The filter is implemented as a single cascode amplifier stage loaded with two

LCC resonator tanks. The cascode filter stage can be split up into a transconductance

and a transimpedance stage for the ease of analysis. The two stages are displayed in

Figure 4.12 and in Figure 4.11, respectively. The LCC resonant tank of the top half

of the filter in Figure 4.12 is comprised of C3, C4 and L2. On the other hand, the

LCC resonant tank of the bottom half of the filter in Figure 4.11 is comprised of C1,

C2 and L1. The LCC resonant tanks are enhanced by the cross coupled differential

pairs M2 and M4, respectively. R1 and R2 at the sources of M2 and M4 increase

the linearity of the filter by degeneration of the cross coupled differential pairs. M1

forms the input differential pair that is cascoded by M3. L3 is not a Q-enhanced and

represents the output load of the filter. Igm, Igm2 and IFILT are the biasing currents of

the filter that are regulated via current mirrors. The transconductance stage of the

filter in Figure 4.11 is degenerated by the LCC filter network. The differential output

current of this filter stage is therefore

i = ip − in =
gm1

1 + gm1Zin

vin (4.20)

where vin=VAMP+ − VAMP−.

The transimpedance stage of the filter in Figure 4.12 is loaded by a similar filter

network, but with slightly different impedance values. The input impedance Zin2 of

this LCC network is given by

Zin2 =
1 + s2/(2πfz2)

2

sC3(1 + s2/(2πfp2)
2)

(4.21)

with zero and pole frequencies of

fz2 =
1

2π
√
L2(C3 + C4)

(4.22)

fp2 =
1

2π
√
L2C4

(4.23)
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The differential output voltage vout = VFILT+ − VFILT− of the transimpedance filter

stage is given by

vout = sL3
gm3Zin2

1 + gm3Zin2

i (4.24)

The overall transfer function vout/vin of the notch filter can be found by inserting

(4.20) into equation (4.24)

vout =
gm1gm3sL3Zin2

(1 + gm1Zin)(1 + gm3Zin2)
vin (4.25)

The output current in (4.20) of the transconductance stage can be approximated as

i '

 gmvin if f = fz
vin
Zin

' 0 if f = fp
(4.26)

and the output voltage of the transimpedance stage in (4.24) as

vout '

{
sL3gmZin2i ' 0 if f = fz2

sL3i if f = fp2
(4.27)

at the zero and pole frequencies. Thus, the transconductance stage provides a trans-

mission zero at fp and the transimpedance stage at fz2. On the other hand, the

transfer function of the transconductance stage has a maximum at fz and the tran-

simpedance stage has a maximum at fp2, respectively. The relative locations of the

zeros and poles of the filter are plotted into Figure 4.10.

It is clear from Figure 4.10 that the zero frequency of the transconductance stage

fz is below the pole frequency stage fp. Similarly, the zero of the transimpedance

stage fz2 occurs at frequencies below the pole frequency fp2. The transmission zero,

on the other hand, occurs at the zero frequency fz2 of the transimpedance stage and

at the pole frequency of the transconductance stage fp. This is a direct consequence

of equations (4.20) and (4.24). The transimpedance stage in Figure 4.12 is loaded

with the LCC resonant tank, thus the pole and zero of the input impedance of the

LCC resonant tank are mapped to the same location in the transfer function of the



CHAPTER 4. CIRCUIT IMPLEMENTATION 71

filter. On the other hand, the transconductance stage is degenerated with the LCC

resonant tank. Thus, the pole frequency of the input impedance of the LCC resonant

tank is mapped to the frequency where the transmission zero occurs in the transfer

function and vice versa. Since, fz and fp2 can be controlled independently, a good

choice is to set fz equal to fp2 so that the maximum of the transfer function occurs

at fz =fp2 and maximum mid-band filter gain is achieved. Hence, the overall transfer

function can be approximated at the zero and pole frequencies as

vout '

{
0 if f = fz2 or fp

gmaxZmaxvin if f = fz = fp2
(4.28)

gmax and Zmax can both be controlled by the Q-factor of the inductors. The roll-off

of the filter on both sides of the center frequency can be controlled by the location

of the poles and zeros and by the enhanced quality factor Q of the spiral inductors

and thus, as explained in the previous subsection, by the current flowing through the

cross-coupled transistor pair.

The double notch filter can be created in the following fashion. First, the location

of the zeros and poles is determined. If C3<<C4 and C1<<C2 in equations (4.9) and

(4.10) then fz and fp as well as fz2 and fp2 are directly adjacent (the frequency of the

zero is slightly lower than the frequency of the pole), so that a steep filter roll-off can

be achieved. Then, the Q of the inductors is increased to obtain adequate gmax and

Zmax. To achieve a symmetrical filter characteristic and maximum mid-band gain, it

is desirable to set fz =fp2.

4.5 Sample and Hold Stage

The sample and hold stage that subsamples the RF signal with a sampling rate of

60 MHz is depicted in Figure 4.13 with corresponding clock signals in Figure 4.14.

Downconversion of the RF signal to IF is achieved by aliasing. The charge cancelation

used in the S/H stage was adopted from [Eichenberger, Guggenbuhl, 1989]. During

tracking phase when p1b is low and p1 is high, transistor M1 is on and the input signal

Vin is sampled. Then, p1b turns high, transistor M1 turns off and the signal is hold
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Figure 4.13: Sample and hold stage of the subsampling GPS receiver that down-
converts the RF signal to IF frequency by subsampling with a sampling rate of 60
MHz.

across capacitor C1. A second transistor M2 that is driven by the inverse clock p1,

cancels the charge injected by M1. The signal Vin and the signal across capacitor VS/H

is illustrated in Figure 4.15.

Even though the sampling rate is below 100 MHz, the sample and hold stage needs

to have enough input referred bandwidth to accommodate the RF carrier frequency

of 1575.42 MHz. The input referred bandwidth of the S/H stage is determined by

the sampling capacitor C1 and the on-resistance of the PMOS sampling switch M1

in Figure 4.13. The capacitance C1 is chosen to satisfy the noise requirements of the

system. The total integrated noise at the output of the sample and hold stage across

capacitance C1 is kT/C1. Alternatively, as demonstrated in the previous chapter, the

spot noise figure at the output of the S/H stage can be calculated by summing over

all noise components aliased down to the IF. The noise components introduced by the

S/H stage appear as higher order terms in the modified Friis Equation. As explained

in Chapter 3, the LCC bandpass filter needs to provide enough gain to cancel the

higher order terms in the Friis Equation resulting from lowpass filtered aliased noise

introduced by any other stage between the bandpass filter and the S/H stage.
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Figure 4.14: Clock timing of the signals from Figure 4.13.

Nonlinearities introduced by the signal dependent on-resistance of M1, by clock

feedthrough or by other sources are not canceled. Simulations show that the output

SFDR of the differential S/H stage was above 30 dB which is more than sufficient for

GPS.

The spectrum of the signal VS/H across capacitance C1 contains undesired RF com-

ponents, which are amplified by the subsequent VGA. To filter out the undesired RF

content the signal across capacitor C1 is buffered by transistor M3 and a second S/H

stage made of transistor M5 and capacitor C2 samples the signal buffered by transis-

tor M3 during the hold phase of M1. The resulting signal is buffered by transistor

M4. The output signal VOUT is plotted into Figure 4.15 which is perfectly zero-order

hold with no RF components in its spectrum. Thus, the second stage effectively acts

as filter for RF components that are present in VS/H .

4.6 Variable Gain Amplifier

The signal after the sample and hold stage is still too small for quantization. If a

multi-bit ADC is used, the signal has to be amplified to cover the full scale range of

the ADC. This is important in the presence of changing atmospheric conditions that

cause variations of the GPS signal strength at ground level. In case of a 1-bit ADC (a

simple comparator) the amplified signal needs to be significantly larger that the offset
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Figure 4.15: Input and output signals of the S/H stage from Figure 4.13.

of the comparator. In contrast to the multi-bit ADC solutions, a fixed amount of gain

can be used for 1-bit quantization. Since only the zero crossings of the differential

signal are detected, the signal can be amplified to the point where clipping occurs.

Thus, the VGA can be regarded as limiting amplifier for the 1-bit case.

The VGA is comprised of four cascaded amplifier stages, each amplifier stage is

based on the differential folded cascode architecture depicted in Figure 4.16. Tran-

sistors pair M3 comprises the differential input, while M5 to M8 form the cascode

stage. Since the amplifier is fully differential, the common-mode output voltage is set

by negative feedback. This is accomplished by a differential pair made of transistors

pair M9. Through negative feedback, the common-mode output voltage is forced to

be equal to half the supply voltage set by the divider R3 and R4. The gain of the

VGA is controlled by M4 which is driven into the linear region. The gain can be set
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by the gate source voltage of M4 and can be controlled from off-chip. Small signal

analysis reveals that the gain of the VGA is given by

G ≈
gm3rds4(on)

gm7rds4(on) + 1
gm7rout (4.29)

where rds4(on) is the drain source resistance of M4 driven into the linear region and

rout is the output resistance of the folded cascode. Although not explicitly derived,

rout is comprised of the output resistances of M5 to M8 as well as R1 and R2. gm3 and

gm7 are the transconductances of M3 and M7. As it can be seen, the gain depends

on rds4(on) which can be modulated by the gate voltage of M4. The VGA provides

additional 30 – 60 dB of gain and has a 3 dB frequency of 20 MHz with a roll-off of

-80 dB/decade, enough to accommodate the IF signal at 15 MHz.

4.7 Buffer Stage and Clocking Circuit

Not covered in the previous chapters is the buffer stage and the clocking circuitry. The

buffer stage is made of an AC coupled bipolar emitter follower. The output impedance

of the buffer stage is 50 Ω to provide matching between the high impedance node at

the output of the RF filter and the test and measurement equipment. It should be

noted that the buffer has a voltage gain of -20 dB when connected to a 50 Ω load.

Another circuit not covered so far is the clock buffer, which is made of a series of

inverters, NANDs and delay lines with capacitive loading. This circuit provides the

three clock signals p1, p1b and phold needed in the S/H stage. These clock signals are

derived from an external clock.

4.8 Filter Tuning

In the presence of mismatch and process variations, some postfabrication trimming

of the RF filter is necessary before the operation of the circuit. To figure out, which

elements of the filter need tuning, a qualitative sensitivity analysis is presented first.

Since C1 << C2 and C3 << C4 in Figure 4.12 and Figure 4.11, any mismatch of C1
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and C3 will hardly affect the center frequency of the filter as it can be seen from (4.10),

(4.23), (4.9) and (4.22). It will slightly move the zero and pole in Figure 4.10, altering

the filter roll-off slightly, which can be tolerated for the subsampling application.

Even if C1 or C3 are off by a significant percentage from its desired nominal value

the conditions C1 << C2 and C3 << C4 ensure that the location of the zeros and

poles are hardly affected. Since C2 is approximately equal to C4, a small capacitance

can be added to a capacitance of the size of C2 to create C4, relying on matching

properties for the larger capacitances. However, the absolute value of C2 or C4 is

affected by process variations which requires a tuning step to properly set the center

frequency of the RF filter.

To ensure that the cross-coupled differential pairs in the Q-enhanced resonators

provides the desired amount of negative resistance, tuning of the Q-factor of the filter

becomes necessary, too. This is accomplished by varying the currents Igm and Igm2

in Figure 4.12 and Figure 4.11 and thus the tail current sources of the cross coupled

pairs. Again, it can be relied on matching properties between the two cross coupled

pairs in Figure 4.12 and Figure 4.11 so that only one current has to be tuned. The

other current can be set equal. Overall, the number of tuning steps is limited to two,

one to tune the center frequency of the filter by changing C2 or C4, and one to tune

the Q-factor by altering Igm or Igm2.

Several options to accomplish postfabrication trimming are reported in the liter-

ature. Examples are electrically programmable metal or poly fuses [Gebreselasie et

al., 2007], [Clein, 2000], zener zapping or oxide zapping [Teichmann et al., 2003] and

the use of programmable ROM. Automated tuning schemes can be applied that run

in the background and measure the signal path and adjust the zeros and poles of

the filter. In [DeVries and Mason, 2002], the tuning scheme measures the magnitude

response of the filter by applying white noise at the input of the filter. Then, the filter

parameters are set by digital signal processing. Another option is reported in [Liu

and Karsilayan, 2002] and [Wiser, 2008], where the magnitude response of the filter

is measured at different frequency points which is then used to extract and correct

the Q and the center frequency of the filter. In [Nakaska, 2007], an automated tuning

scheme is proposed driving the Q-enhanced resonators into oscillation by increasing
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the absolute value of the negative resistance. The oscillator frequency is then tuned

to the correct location and the absolute value of the negative resistance is reduced

until the oscillation disappears.

For simplicity and proof of concept of the subsampling receiver, an off-chip tuning

scheme based on the approach reported in [Liu and Karsilayan, 2002] and [Wiser,

2008] was performed. In this implementation, C2 and C4 are varactors that can be

tuned by an external voltage and Igm and Igm2 by an external current. The magnitude

response of the RF filter is measured at different frequency points. This information is

then used to correct the center frequency and the Q-factor of the filter. An interesting

observation was that postfabrication trimming had to be performed only once since

the magnitude transfer characteristic remained stable over time.

4.9 Chip Layout

The subsampling GPS receiver chip was fabricated in a 130 nm BiCMOS process

from National Semiconductor. A die photograph is shown in Figure 4.17. Only

CMOS transistors are used in the chip except for the test buffers that match the

high impedance at the output of the filter to the 50 Ω impedance that is required by

most test equipment. The chip is organized so that the sensitive analog sections are

physically separated from the clock circuitry and the digital parts. Several factors

complicate the layout of the receiver chip. Parasitic capacitive coupling can create

a signal path from the switched circuit parts to the LNA and other sensitive analog

parts which can create harmonic distortion products. Another effect is the capacitive

coupling of oscillator harmonics ending up at the output of the filter. These harmonics

are sampled by the S/H stage ending up as DC offset in the IF spectrum. These effects

can be countered by using near minimum signal trace width in several locations of the

RF path after the LNA and the filter. This naturally increases the series resistance

of the RF path but can be tolerated in most cases. The layout in the vicinity of

the Q-enhanced spiral inductors is particularly critical. Since the Q-enhancement

creates an oscillatory current in the LC resonant tank that is Q times higher than

the current outside of the LC loop, the series resistance of the metal in the LC
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resonant loop needs to be extraordinarily small. For that reason, a thick top metal

layer provided by the process is used for the Q-enhanced sections. The substrate

resistance of the non-epi process is relatively high so that substrate noise is of a

lesser concern. Nevertheless, the sensitive analog parts were spaced as far away as

possible from the digital circuitry. Noise effects were further countered by building

a strictly differential architecture. The LNA at the input of the chip employs four

spiral inductors as depicted Figure 4.17. Also, the six spiral inductors of the RF filter

can be easily located in the picture.
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Figure 4.17: Die photograph of the subsampling GPS receiver front-end. The chip
was fabricated in a 130 nm BiCMOS process from National Semiconductor



Chapter 5

Measurement Results

The GPS receiver was measured at a laboratory facility of National Semiconductor

in Santa Clara, California. In this chapter, the measured figures of merit of the GPS

receiver such as NF, S-parameters, total receiver gain, linearity, blocking performance

and power consumption are presented.

The chapter begins with a brief discussion of the test setup and an overview of

the test equipment. Several photographs of the measurement equipment and the

laboratory environment are displayed in the first section. In the next section, the S-

parameters of the RF filter are reported including the receiver input return loss. Then,

the NF (one of the most important figures of a GPS receiver) is investigated. The NF

directly affects the ranging precision of the GPS receiver and should be significantly

below 5 dB. As discussed in Section 3.2, the NF of a subsampling receiver is computed

crucially different from the NF of a heterodyne receiver. Due to the S/H operation,

aliased out-of-band noise mostly from thermal noise sources can end up within the IF

receiver bandwidth, which in turn can lead to higher receiver NFs. To investigate the

effect of aliased out-of-band noise on the total receiver NF, measurements were taken

before and after subsampling: The NF at the output of the RF filter is presented

and compared against the total receiver NF measured at the receiver output. The

difference between the two NFs can be attributed to thermal noise aliased to the

IF receiver band. The discussion continues with the signal spectrum (the harmonic

content of the signal) before and after subsampling. Then, the receiver linearity and

81



CHAPTER 5. MEASUREMENT RESULTS 82

blocking performance is evaluated via the 1 dB compression point. Finally, the GPS

receiver front-end is connected to a Matlab based GPS receiver back-end confirming

that the implemented prototype is indeed capable of down-converting a real GPS L1

signal to IF.

5.1 Testsetup

The test setup is illustrated in Figure 5.1. Photographs of the measurement equip-

ment are displayed in Figure 5.2 and Figure 5.3, respectively. A photograph of the

board with the GPS receiver front-end chip as device under test (DUT) is shown in

Figure 5.4. The board has a RF input, a RF testport and an IF output. As de-

picted in Figure 5.1 the RF testport at the output of the buffer allows for making

S-parameter and NF measurements of the cascaded RF building blocks such as the

LNA, the common source (CS) amplifier (the additional gain stage) and the RF filter.

In some of the following measurements, two different boards with different DUTs are

reported. The measurements are labeled “Board #1” and “Board #2” or “DUT #1”

and “DUT #2”.

The equipment consists of an Agilent N8973A NF meter with a 346A Noise Diode

(6 dB excess noise ratio) capable of making NF measurements up to 3 GHz. The

network analyzer HP 8753D has a frequency range from 30 kHz to 6 GHz, enough to

cover all relevant GPS frequencies. The HP 8449B RF pre-amplifier provides up to

20 dB of gain and has a NF of 8.8 dB and is needed to overcome the instrumentation

noise floor of the FSEK30 spectrum analyzer from Rohde and Schwarz.

The sampling clock is provided by the HP signal generator ESG3000A. Alterna-

tively an external 60 MHz crystal oscillator from Abracon with less than 4 ps rms

jitter can be connected to the clock input. Finally, the GPS test signal at the RF

input is provided by the more sophisticated Vector Signal Generator E4438C from

Agilent. The GPS test signal emulates the GPS L1 signal transmitted by space vehi-

cle 1. To create the test signal, a carrier at 1575.42 MHz is modulated with the C/A

code transmitted by space vehicle 1, transmitting a 1023 chips long pseudo random

number sequence. The signal contains no GPS navigation message.
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Figure 5.2: Laboratory photograph showing the measurement equipment and the
DUT. A network analyzer, spectrum analyzer, NF meter and oscilloscope extract
the discussed RF figures of merit. A conventional signal generator delivers the clock
signal while a vector signal generator provides the PRN Code 1 modulated GPS L1
signal.
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Figure 5.3: Laboratory photograph showing the measurement equipment and the
DUT.

Finally, the downconverted GPS IF signal is directly 1-bit quantized by the logic

analyzer 16702B from Agilent and connected to the Matlab receiver back-end. Al-

ternatively, to measure the harmonic content of the subsampled IF signal or to get

a general impression of the signal, the IF output can be connected to a Tektronix

oscilloscope or to the FSEK30 spectrum analyzer.

5.2 S-Parameter Measurements

As illustrated in Figure 5.1, the S-parameters of the three cascaded RF building blocks

– namely the LNA, the CS amplifier and the RF filter – were measured by the network

analyzer connected to the RF input and RF testport. The output instrumentation

power from the network analyzer is set to the lowest possible power level ensuring

that the RF filter is still operating in the linear region.
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Figure 5.4: RF board with RF and IF ports and clock input.

The magnitude response of S21 is dominated by the narrowband RF filter char-

acteristic and plotted into Figure 5.5 from 1325 MHz to 1825 MHz. The bandwidth

of the magnitude response of DUT #1 and DUT #2 is 11 MHz corresponding to a

Q-factor of roughly 130. The notch filter zeros are located at 1540 MHz and 1610

MHz; the double pole at the center frequency of 1575 MHz.

DUT #2 shows a power gain of 30 dB between the RF input and the RF testport

while DUT #1 shows a power gain of only 26 dB. Note that the power gain measured

at the 50 Ω RF testport is different from the simulated on-chip voltage gain reported

in Figure 4.1. The RF filter output can be regarded as high impedance node at the

RF center frequency. Hence, only little power is available from this node but the

voltage can still be significant. The magnitude response of DUT #1 and DUT #2 is

plotted into Figure 5.7 over an extended frequency range from 0.5 GHz to 3 GHz. The

contours of the magnitude response of the LNA can be seen from Figure 5.7 above
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Figure 5.5: Magnitude response of the RF filter

Figure 5.6: Phase response of the RF filter
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Figure 5.7: Magnitude response of the RF filter over extended frequency range

Figure 5.8: Reflection coefficient of the RF filter
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and below the notch frequencies of the RF filter characteristic. Above approximately

1.8 GHz and below approximately 1.2 GHz, the measured signal vanishes below the

instrumentation noise floor.

The phase of S21 is plotted into Figure 5.6. The phase at 1575 MHz is sufficiently

linear with a group delay variation of less than 4ns within the C/A code bandwidth.

This is comparable to the group delay of SAW filters placed at the input of commercial

GPS receivers [Muller, 1998]. The magnitude of S11 of the LNA is plotted into

Figure 5.8: DUT #2 is well matched to 50 Ω showing an in-band return loss above

10 dB while DUT #1 is less well matched with an in-band return loss of 4 dB. This

difference stems most likely from different board parasitics.

5.3 Noise Figure Measurements

The cascaded NF of the LNA, the CS amplifier and the RF filter was measured at

the RF testport using the NF meter from Agilent. The NF is not affected by the

RF buffer since enough gain is provided in the RF signal path. The NF is measured

before the S/H stage and does not include any aliased noise from out-of-band noise

sources. For comparison, the NF was also measured using the FSEK30 spectrum

analyzer showing good agreement with the NF meter. Note, that the NFs in Section

5.3 and Section 5.4 do not include the 0.7 dB insertion loss of the external RF balun

on the board in Figure 5.4.

The NF measured by the NF meter is plotted into Figure 5.9 versus frequency

from 1.55 GHz to 1.60 GHz. The in-band NF of DUT #1 is about 3.2 dB while the

in-band NF of DUT #2 is about 4.6 dB. The NF of DUT #1 is lower than the NF of

DUT #2 even though the gain of the RF filter on DUT #2 is 4 dB higher. Obviously,

the input impedance of DUT #1 is closer to the optimum noise impedance discussed

by Shaeffer and Lee, [1997] than the input impedance of DUT #2.
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Figure 5.9: Cascaded NF of the LNA, the CS amplifier and the RF filter measured
at the RF testport

5.4 Total Receiver Noise Figure

In this section, the total receiver NF at the output of the front-end is presented. Only

the NF of DUT #1 is reported. The total receiver NF is measured after subsampling

at the IF output of the receiver. The difference between the total receiver NF and

the NF reported in Section 5.3 can be regarded as the increase in SNR due to aliasing

from the S/H operation and ultimately, as the NF of the subsampling mixer.

Applying a 1575.42 GHz sinusoidal tone (GPS L1 frequency) to the RF input and

the 60 MHz sinusoidal tone to the clock input, the SNR at the RF input can be mea-

sured by the spectrum analyzer and compared with the SNR of the 15.42 MHz tone

at the IF output of the receiver. The ratio is the total receiver NF, which is plotted

into Figure 5.10 as “NF at IF (after subsampling)”. For comparison, the NF at the

RF filter output from Section 5.3 (also measured by the spectrum analyzer) is plotted

into Figure 5.10 as “NF at RF (before subsampling)”. The RF and corresponding IF

share the same value on the X-axis. For example, the GPS L1 signal located at a RF

of 1575.42 MHz is downconverted to an IF of 15.42 MHz. The blue numbers on the
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Figure 5.10: NF measured by a spectrum analyzer before subsampling at RF (blue
curve and blue number on X-axis) and after subsampling at IF (red curve and red
numbers on X-axis).

X-axis and blue curve in Figure 5.10 correspond to the RF while the red numbers

and red curve correspond to the IF.

The total receiver NF after subsampling is 3.8 dB, about 0.6 dB higher than the

NF at the output of the RF filter. Hence, the noise penalty from subsampling is

less than 0.6 dB. This number can also be regarded as the NF of the subsampling

mixer. The NF measurements were performed using both the HP ESG3000A signal

generator and the crystal oscillator from Abracon as clock input. The measurements

show good agreement. In fact, the NF measured using the crystal oscillator is less

than 0.1 dB higher than the NF measured using the signal generator. The result hints

that the aperture noise introduced by the crystal oscillator barely affects the receiver

NF as predicted in Section 3.3.
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5.5 Harmonics in the Signal Spectrum

In this section, the signal spectrum before and after subsampling is discussed. Again,

a sinusoidal tone located at 1575 MHz is applied to the RF input and a 60 MHz

sinusoidal signal to the clock input. The harmonic content of the RF and IF signal

before and after the S/H stage is plotted into Figure 5.11 from 1525 MHz to 1625 MHz

and from 1 MHz to 200 MHz. The RF signal and the corresponding downconverted

IF signal are marked with an orange arrow. Aliases are marked with a turquoise

arrow and clock harmonics with a green arrow.

The RF is 1575 MHz and the IF is 15 MHz. As expected, aliases can be found

only in the IF output spectrum. Aliases are spaced fS/2 = 30 MHz apart. Clock

harmonics can be found both in the IF and RF spectrum. Clock harmonics in the RF

spectrum arise from clock feedthrough into the RF signal path. Clock harmonics in

the RF signal path end up as DC offset after aliasing and are not problematic for low

IF architectures. The VGA made of AC coupled amplifier stages will cancel any DC

offset from aliased clock harmonics. Figure 5.11 indicates how the NF measurements

at the RF and IF are performed with the spectrum analyzer.

5.6 Receiver Linearity

The 1 dB compression point is plotted into Figure 5.12. The in-band 1 dB compression

point is about -80 dBm at 1575 MHz. The out-of-band 1 dB compression point at

1400 MHz is about -30 dBm. Reduced in-band linearity can be tolerated for a GPS

receiver with low bit quantization since jamming of the receiver back-end occurs at an

in-band interference level as low as -110 dBm. Thus, the receiver is jammed already

at signal levels significantly below the in-band compression. The out-of-band linearity

is limited by the common source amplifier and could likely be improved.
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Figure 5.11: Spectral content at the buffer output before subsampling (top figure)
and spectral content after subsampling at the IF output (bottom figure).



CHAPTER 5. MEASUREMENT RESULTS 94

Figure 5.12: Receiver 1 dB compression point

5.7 Matlab GPS Receiver Back-end Results

The Matlab back-end GPS receiver was developed by DeLorenzo, [2005]. The back-

end primarily extracts the navigation message modulated on the C/A code necessary

for accurate computation of position and time. The GPS back-end receiver performs

two signal processing steps: First, an acquisition step which determines whether the

received 1-bit quantized data contains a valid GPS signal. Second, after successful

acquisition of a valid signal the receiver switches into continuous tracking mode.

During the acquisition phase, the software correlates the received data with the PRN

sequences transmitted by different space vehicles. If a valid correlation is found, the

received data contains a valid GPS signal and the software receiver switches into

continuous signal tracking mode and extracts the navigation message modulated on

the signal and the carrier-to-noise ratio C/N0. As discussed in Section 2.3, the C/N0

ratio is closely related to the SNR and defined as carrier power C divided by the

noise power spectral density N0 = kT =−174 dBm/Hz at ambient temperature. An
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extensive review of the acquisition and tracking phase of a GPS back-end is beyond

the scope of this dissertation.

To test the functionality of the front-end receiver, a valid GPS L1 signal generated

with the Vector Signal Generator from Agilent is applied to the RF input. The signal

generator modulates the GPS L1 carrier with the 1023 chips long PRN #1 code

sequence (emitted by space vehicle 1). The signal contains no navigation message

and the signal power is set to -130 dBm. This signal is downconverted to an IF of

15.42 MHz with the GPS receiver front-end using the 60 MHz clock. The signal at

the IF output is 1-bit quantized by the logic analyzer 16702B from Agilent. The

quantized data is fed into the Matlab back-end where it is correlated with different

PRN sequences. As expected, a correlation match was found for PRN #1 code but

not for any other PRN code during the acquisition phase.

After successful acquisition of PRN #1 code, the receiver went into tracking mode

extracting the navigation message and the carrier to noise ratio C/N0. The C/N0

measured by the software receiver is 34.7 dBm/Hz. This number can be related to

the NF measured in Section 5.4 in the following fashion. Since the signal input power

is -130 dBm and N0 = kT = −174 dBm/Hz, the carrier C/N0 at the input of the

receiver is 44 dBm/Hz. Hence, the C/N0 measured by the receiver back-end is 9.3

dB lower. If corrected for the 2 dB degradation due to 1-bit quantization, the 0.7

dB from the external balun and 0.7 dB accounting for cable losses from the E4438C

signal generator to the input of the receiver, the NF of the receiver front-end can be

estimated to be 9.3 - 0.7 - 0.7 - 2 dB = 5.9 dB. This number is still 2 dB higher than

the number measured in Section 5.4. This discrepancy was never successfully resolved.

Possible explanations, however, include the non-ideal passband characteristics of the

RF filter or the receiver transfer function resulting in additional correlation loss.

5.8 Summary

A performance summary with all relevant measured values of the GPS receiver front-

end including power consumption and total receiver gain is given in Table 5.1.
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Table 5.1: Performance summary of the GPS receiver
Supply Voltage 1.2 V
Total Power Consumption 9 mW
Power Consumption LNA 4.1 mW
Power Consumption Filter 1.6 mW
Noise Figure 3.8 dB
In-band input ref. 1dB Comp. -80 dBm
Out-of-band input ref. 1dB Comp. >-35 dBm
3 dB Frequency 12 MHz
Center Frequency 1575.42 MHz
Attenuation +/- 30 MHz
from the Center Frequency

> 30 dB

Mid-band power gain 30 dB
Subsampling Frequency 60 MHz
Subsampling Ratio 26.25
Technology 130 nm BiCMOS
Die Area 1.9 mmˆ2



Chapter 6

Conclusion

This dissertation presented the development of an integrated subsampling GPS re-

ceiver front-end which was fabricated in a 130 nm BiCMOS process from National

Semiconductor occupying 1x2 mm2. Subsampling architectures historically suffer

from high NFs, an obstacle that has limited their use to few applications. To achieve

low NFs deemed suitable for GPS applications, a narrowband RF filter is implemented

to filter out unwanted out-of-band noise, mostly from thermal sources.

The filter was designed using inductors with high quality factor Q available in

National’s BiCMOS process. The process enables high-Q inductors by the availability

of two thick top metal layers. Using a patterned ground shield, the inductor Q

can be as high as 20. Moderate Q-enhancement was applied to the inductors to

achieve a RF filter with less than 20 MHz bandwidth at GHz frequencies. The RF

filter uses a special LCC image rejection series parallel resonant tank. The input

impedance of the LCC tank exhibits a closely spaced zero-pole doublet creating a

steep transition region between the zero and the pole. In the presented RF filter, the

LCC tank is applied to a differential cascode amplifier stage with inductive load. The

resulting transfer function exhibits a notch at 1540 MHz and at 1610 MHz. The 3 dB

bandwidth of the filter is less than 20 MHz. The center frequency is at the GPS L1

frequency of 1575.42 MHz. The notch at 1540 MHz and 1610 MHz attenuates noise

and interference close to the center frequency which is not attenuated in conventional

subsampling architectures, a main factor leading to historically elevated NFs.
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A higher level of Q-enhancement leads to a reduced in-band linearity. Out-of-

band linearity is barely affected by Q-enhancement. Reduced in-band linearity can be

tolerated for a GPS receiver with low-bit quantization since jamming of the receiver

back-end occurs at an in-band interference level as low as –110 dBm. Thus, the

receiver is jammed already at signal levels significantly below the in-band compression.

The out-of-band linearity is limited by the common source amplifier and could likely

be improved in a future version of the IC.

The performance of the receiver is comparable to state-of-the-art GPS and direct

RF subsampling receivers. The total power consumption is 9 mW, the supply voltage

is 1.2 V. The NF before subsampling is 3.2 dB at the filter output. After subsam-

pling, the total receiver NF is 3.8 dB, to our knowledge, the lowest ever reported NF

for a subsampling architecture in an integrated circuit making it suitable for GPS

applications.

6.1 Future Work

In the presence of mismatch and process variations, post-fabrication trimming of the

LCC resonant tanks is necessary. A tuning step to properly set the center frequency

of the RF filter is required and an additional tuning step is necessary to set the quality

factor of the spiral inductors.

Overall, the number of tuning steps is limited to two. For simplicity and proof of

concept of the subsampling receiver, an off-chip tuning scheme is applied to accurately

set the RF filter response. In a future version of the IC, a digital signal processing unit

could be integrated using an on-chip auto-tuning scheme to set the RF magnitude

response. Such an approach would be especially tempting in a deep sub-micron

process where a digital signal processing unit can be implemented at significantly

reduced cost.



Appendix A

Modified Friis Equation

The analysis from Chapter 3.2 is extended to clarify on the mathematical derivation of

the subsampling mixer. The noise factor F of a subsampling mixer can be calculated

with the well-known formula:

F =
Total Output Noise Power

Total Output Noise Power due to the Source
=

Ptot

PS,tot

(A.1)

The total available output noise power of the subsampling mixer, evaluated at IF, can

be found by summing over all aliased noise components. As depicted in Figure A.1,

let S(f) be the available noise power spectral density at the input of the S/H stage,

SAlias(f) the available noise power spectral density at the output of the S/H stage,

and Ss(f) the available noise power spectral density from the source at the input of

the subsampling mixer. Sq(f) is the available noise power spectral density added by

the q-th filter stage. Gq(f) the available power gain of the of the q-th filter stage.

The S/H stage is assumed to be noiseless since all input referred noise of the S/H

stage can be included in SN(f). According to Figure A.1, S(f) can be found to be

S(f) =
∏N

k=1Gk(f)SS(f) +
∏N

k=2Gk(f)S1(f) + ...

+GN(f)SN−1(f) + SN(f)

(A.2)
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Figure A.1: Multistage subsampling mixer. The available noise power spectral den-
sities are given by SS(f), S1(f), ... , Sn(f), S(f) and SAlias(f). The available power
gain per stage is given by G1(f), ... , GN(f). The S/H stage assumed to be noiseless.

Using the same frequency definition as in Chapter 3.2, the available power spectral

density SAlias(fIF) after sampling can be found by summing over all aliased noise

components according to (3.2):

SAlias(fIF) ∝
∞∑
m=0

S(fm)df (A.3)

Note, that the factor fS in (3.2) was omitted in (A.3) as we are only interested in

the noise factor ratio. In (A.3) ideal impulse sampling is assumed. If the S/H stage

is zero-order hold, then a sinc-distortion term will have to be included in (A.3). The

total output noise power Ptot at the output of the S/H stage within an IF signal

bandwidth of 2B is given by

Ptot =

∫ fIF+B

fIF−B
SAlias(f)df ∝

∞∑
m=0

∫ fm+B

fm−B
S(f)df (A.4)

and includes aliased out-of-band noise. The output noise power due to the source

within an IF bandwidth of 2B is given by

PS,tot ∝
∫ f2n+B

f2n−B

N∏
k=1

Gk(f)SS(f) df (A.5)
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and does not include aliased out-of-band noise. The component m = 2n in (A.4)

represents the in-band noise, while the other values of m represent the aliased out-

of-band noise. The noise factor F of the subsampling mixer can be computed by

inserting (A.2), (A.4), (A.5) in (A.1). To simplify the mathematical derivation some

definitions are necessary. First, the cascaded available gain Gpq(f) from stage p to

stage q, normalized by the available gain at frequency f2n, is defined. Gpq(f) is given

by the relationship

Gpq(f) =

q∏
k=p

Gk(f)

Gk

1 ≤ p ≤ q ≤ N (A.6)

Gpq(f) can be regarded as the transfer function of the filter characteristic from stage

q to p, normalized to 0 dB at the center frequency f2n. The noise factor F of the

subsampling mixer can be computed from (A.1), (A.2), (A.4) and (A.5)

F =
∞∑
m=0

∫ fm+B

fm−B
∏N

k=1Gk(f)SS(f)df∫ f2n+B
f2n−B

∏N
k=1Gk(f)SS(f) df

+
∞∑
m=0

∫ fm+B

fm−B
∏N

k=2Gk(f)S1(f)df∫ f2n+B
f2n−B

∏N
k=1Gk(f)SS(f) df

+ ..

+
∞∑
m=0

∫ fm+B

fm−B GN(f)SN−1(f)df∫ f2n+B
f2n−B

∏N
k=1Gk(f)SS(f) df

+
∞∑
m=0

∫ fm+B

fm−B SN(f)df∫ f2n+B
f2n−B

∏N
k=1Gk(f)SS(f) df

(A.7)

which can be simplified using (A.6)

F =
∞∑
m=0

∫ fm+B

fm−B G1N(f)SS(f)df∫ f2n+B
f2n−B G1N(f)SS(f) df

+
1

G1

∞∑
m=0

∫ fm+B

fm−B G2N(f)S1(f)df∫ f2n+B
f2n−B G1N(f)SS(f) df

+ ..

+
1

G1G2 · · GN−1

∞∑
m=0

∫ fm+B

fm−B GNN(f)SN−1(f)df∫ f2n+B
f2n−B G1N(f) SS(f) df

+
1

G1G2 · · GN−1GN

∞∑
m=0

∫ fm+B

fm−B SN(f)df∫ f2n+B
f2n−B G1N(f)SS(f) df

(A.8)
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The R-coefficients are defined as

Rm
0N =

∫ fm+B

fm−B G1N(f)
SS(f)

SS

df∫ f2n+B
f2n−B G1N(f)

SS(f)

SS

df

(A.9)

and

Rm
qN =

∫ fm+B

fm−B G(q+1)N(f)
Sq(f)

Sq
df

∫ f2n+B
f2n−B G1N(f)

SS(f)

SS

df

; q = 1, ..., N − 1 (A.10)

and

Rm
NN =

∫ fm+B

fm−B
SN(f)

SN
df∫ f2n+B

f2n−B G1N(f)
SS(f)

SS

df

(A.11)

Using (A.9), (A.10) and (A.11) the noise factor F can be significantly simplified

F =
∞∑
m=0

Rm
0N +

S1

G1SS

∞∑
m=0

Rm
1N +

S2

G1G2SS

∞∑
m=0

Rm
2N + ...

+
SN−1

G1G2 · · ·GN−1SS

∞∑
m=0

Rm
N−1N +

SN
G1G2 · · ·GN−1GNSS

∞∑
m=0

Rm
NN

(A.12)

Finally, using (2.11) for the spot noise factor of the q-th stage

Fq =
SSGq + Sq
SSGq

(A.13)

equation (A.12) can be rewritten as

F = S0N + (F1 − 1)S1N +
(F2 − 1)

G1

S2N + ..+
(FN − 1)∏N−1
k=1 Gk

SNN (A.14)
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where the aliasing coefficients SqN are given by

SqN =
∞∑
m=0

Rm
qN (A.15)
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