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Variable Frequency VLF Signals In The Magnetosphere:
Associated Phenomena and Plasma Diagnostics

C. R. CARLSON, R. A. HELLIWELL, AND D. L. CARPENTER

Space, Telecommunacations, and Radioscience Laboratory, Stanford University, California

Coherent variable frequency signals (ramps) extending from 1 to 8 kHz, injected into the mag-
netosphere from Siple Station, Antarctica (L=4.3) exhibit upper and lower cutoffs when received
at the conjugate station, Roberval, Quebec. Ramp group delay measurements and ionospheric
sounding data are used for the first time to determine the cold plasma density and L shell of the
propagation path. Relationships among f, df /dt, and the “phase equator” for gyroresonance are
calculated using second-order resonance equations generalized to relativistic electrons. Observed
upper cutoff characteristics are interpreted in terms of off-equatorial gyroresonant interaction
regions and ducted propagation limited to frequencies below half the local gyrofrequency. The
observed lower cutoff frequencies varied systematically with transmitted ramp slope, suggesting a
threshold in the resonant electron number density above which rapid temporal wave growth and
saturation can occur. This concept is used to develop a hot plasma diagnostic technique which,
for an assumed g{a)v™ " electron distribution, provides an estimate of the energy dependence n.
A test of this technique is given using the data and a simplified wave-particle interaction simu-
lation. Additional aspects of the magnetospheric response to ramp injection, including emission

triggering, are discussed.
1. INTRODUCTION

VLF transmitting experiments from Siple Station, Ant-
arctica have revealed many features of the response of
the magnetosphere to the injection of coherent waves [e.g.,
Helliwell and Katsufrakis, 1974, 1978; Helliwell, 1983a, b].
For reasons of simplicity in both data analysis and in-
terpretation, attention was initially focused upon constant
frequency transmissions. More recently, swept frequency
signals called “ramps” have been employed to investigate
frequency-dependent propagation effects such as the half gy-
rofrequency upper cutoff and wave growth as a function of
ramp slope. In this paper we consider a case of ramp trans-
missions in which the observed signals were exceptionally
well defined.

A schematic diagram of the experiment, showing fre-

' quency-time curves of four frequency ramps extending from
1 to 8 kHz, is given in Figure 1. Figure la shows the ramps
as transmitted from Siple. To the right is the estimated ra-
diated power as a function of frequency. Figure 1b shows
typical frequency-time curves of the ramps as received at
Roberval, Canada. To the right is a curve showing charac-
teristic features of the signal level versus frequency for all
but the steepest ramps. These signals are inferred to have
propagated from Siple to Roberval along one or more geo-
magnetic field-aligned ducts of enhanced ionization. Several
important features of the received ramps are identified by
numbers, as follows:

1) Curvature due to dispersion. This feature is used for
the first time to estimate the L shell and equatorial elec-
tron density of the propagation path, information usually
extracted from whistlers [Carpenter and Miller, 1976].

2) A low-frequency amplitude cutoff, corresponding to the
onset of rapid growth (decay) on rising (falling) ramps. This
frequency is found to vary with ramp slope in a way that
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suggests its use as a hot plasma diagnostic. The theory and
application of such a diagnostic are discussed.

3) Amplitude saturation, following growth on the more
gradual ramps.

4) Triggered emissions. Several types were present, in-
cluding the indicated rising emissions triggered by the more
gradual ramps.

5) A high-frequency amplitude cutoff, interpreted as a half
gyrofrequency cutoff effect for whistler mode propagation in
ducts of enhanced ionization [Smith, 1961;Carpenter, 1968].
Its variation with slope is found to be consistent with off-
equatorial locations for wave growth.

Spectrograms of the primary data set, received at Rober-
val between 1436 and 1441 UT on September 12, 1979, are
shown in Figure 2. Preceding the received ramps, above
and below the spectra, are sloping tick marks. When lines
are drawn through the tick mark pairs, these define the
ramps as transmitted over the range 1 to 8 kHz with posi-
tive and negative slopes of 7, 3.5, 2, 1.75, 1.4, 1, 0.5, 0.25,
and 0.125 kHz/s. An identical format transmitted 15 min
earlier (1421—1426 UT) was also analyzed. These data sets
exhibited a number of qualities favorable for signal analy-
sis, including acceptable levels of sferics, hiss, and power
line interference. Major features of the ramps in Figure 2
were repeated in the earlier data set (1421—1426 UT) and
on ramps transmitted on other days, suggesting that tem-
poral changes in the propagation medium, within the 5 min
of transmission, were not significant.

The transmitting facility is a tunable system whose reso-
nant frequency f: is controlled by adding series impedance.
Added inductance decreases f; below the natural ~5-kHz
resonant frequency of the 21-km dipole antenna, increas-
ing the energy storage capacity (the Q) and narrowing the
bandwidth of the system. This effect is illustrated in Figure
3, which shows radiated power versus frequency for three
different resonant frequencies, normalized by the power de-
livered to the antenna at f;. The normalized power profiles
are based in part upon measurements of rms current input
to the antenna and the antenna resistance, both of which are
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Fig. 1. Simplified sketch of frequency versus time spectra identi-
fying the main features of the data analyzed in this research. The
top panel (a) shows rising and falling ramps, extending from 1
to 8 kHz, as transmitted from Siple Station, Antarctica, with the
estimated radiated power plotted to the right. The bottom panel
(b) shows characteristic frequency-time curves of the ramps as
received at Roberval, Canada, with the characteristic amplitude
features of the received signals plotted to the right. The circled
numbers 1 through 5 indicate dispersion, lower cutoff, saturaton,
emissions, and upper cutoff, respectively.

frequency dependent. The curve drawn through the peaks
of the radiated power profiles is the antenna radiation ef-
ficiency derived by Raghuram et al., [1974]. Rocket borne
wave measurements at 3.85 kHz over Siple [Kintner et al.,
1983] gave an efficiency within a factor of two of the corre-
sponding value given in Figure 3. The profile for f; = 3.97
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Fig. 2. Spectra of VLF frequency ramps transmitted from Siple,
Antarctica, as received at Roberval, Canada, on September 12,
1979. Rising and falling ramps were transmitted with ramp slope
magnitudes ranging from 7 to 0.125 kHz/s. Sloping tick marks
preceding each ramp, above and below the spectra, indicate the
transmitted slope (vertical tick marks show time).
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Fig. 3. Radiated power characteristics of the Siple VLF transmit-
ting system (21 km dipole antenna). The solid curves show the
estimated power radiated for three different resonant frequencies
ft, normalized by the power delivered to the antenna at each fs.
The dashed curve is the radiation efficiency.

kHz in Figure 3 corresponds to the present data set, for
which the peak input power was ~60 kW.

Amplitude measurements of the received signals were ob-
tained with a frequency tracking filter. Because of rise time
limitations, a 300-Hz-wide bandpass filter was used for the
ramps with slope magnitudes >1 kHz/s. For less steep
ramps a 100-Hz filter was used to improve the output signal-
to-noise ratio. The difference in amplitude measurements
when both filters were applied to the same ramp was less
than 1 dB.

Fig. 4. Sketch of field line at L = 4, showing the location with
respect to the magnetic equator of the postulated interaction re-
gion, or phase equator, of constant (C), rising (R), and falling
(F) frequency signals. Also defined are field position z, geomag-
netic latitude ¢, and the relationship between the radial distance
and ¢ for a dipole field.
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Fig. 5. Inset shows the spectra of a received ramp near t=4 s.
The corresponding 3.5-kHz/s transmitted ramp (sloping straight
line) is shown beginning at =0 s. Circles and a solid curve show
the measured and theoretical frequency versus group delay, re-
spectively.

Our interpretation of the data is based on the premise that
the location of the principal wave-particle interaction region
(“phase equator”) is a function of ramp slope. This model,
as is sketched in Figure 4, places the center of the interac-
tion region on the magnetic equator for constant frequency
signals (C) and upstream or downstreain of the equator for
falling (F) or rising (R) signal frequencies, respectively [Hel-
liwell, 1967]. The phase equator concept is used in later
sections to interpret growth and cutoff features of the data
and underlies a new method for ground based hot plasma
diagnostics.

2. PATH ANALYSIS AND COLD PLASMA DIAGNOSTICS

The common procedure in path analysis is to compare the
travel time of a Siple signal with travel times of simultane-
ously propagating multicomponent whistlers. If a whistler
component and a Siple signal have the same travel times
at a given frequency, they are assumed to have propagated
within the same duct. The frequency-time curve of this
whistler component is used to estimate the magnetic shell
(L value) and equatorial cold plasma electron density of the
path [Carpenter and Miller, 1976]. In the present case no
measurable whistlers were present, and for the first time the
dispersion of a Siple signal was used for path identification.

As is shown in Figure 5 (inset), the chosen ramp had a
transmitted slope of 3.5 kHz/s and was detected between
~2.0 and 4.6 kHz, and had a frequency of minimum arrival
time at ~2.3 kHz. The f — ¢t measurements, shown as open
circles in Figure 5, give a minimum group delay #, of 2.77
s at a “nose” frequency fy of 3.65 kHz. Using these data,
the path parameters L ~ 4.53+0.02 ( L ~ 4.3 for Siple Sta-
tion at 100 km altitude ), equatorial gyrofrequency f, Heq ™
9.440.1 kHz, and equatorial cold plasma electron density
~ 280420 el/cm® were estimated [Park, 1972]. These es-
timates are based on a diffusive equilibrium model of the
cold plasma density along the path and an ionospheric elec-
tron content estimated using ionograms from Halley Station,
Antarctica. These path parameters and the quiet magnetic
conditions ( Kp = 1t during the event and Kp=1,1",1"
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during the 9 hours preceding the event ) were typical of peri-
ods of good transmission from Siple to Roberval [Carpenter
and Miller, 1976; Carpenter and Bao, 1983].

A theoretical whistler, shown by the solid curve in Figure
5, was calculated using these parameters and the Bernard
[1973] approximation to the travel time integral. The mea-
sured frequencies lie within 0.01 s of the theoretical curve.
An advantage of the Siple ramp is the known location and
timing of the transmitted signal. Whistler sources are often
difficult to identify, and even when known in time are usu-
ally not known in geographic location. Accordingly, group
delay measurements from frequency ramps are inherently
more accurate than those from whistlers.

Most of the discussion of the data in this paper assumes a
single dominant propagation path. However, there is ev-
idence suggesting the occurrence of both propagation on
separate paths with similar travel times, as well as mul-
timode propagation within a single duct [Scarabucci and
Smith, 1971]. Evidence for propagation on separate paths
includes falling tone emissions crossing over rising tone
emissions without apparent interaction [Helliwell and Kat-
sufrakis, 1978; Helliwell, 1979] and nearly periodic amplitude
fluctuations suggesting beating between ramps with slightly
different group delays.

3. EXPERIMENTAL RESULTS: KEY FEATURES

Although transmitted between 1 and 8 kHz, the frequency
ramps of interest were generally detected only between ~2
and ~5 kHz. Spectrograms and amplitude-time profiles of
the upper and lower cutoff regions are given in Figures 6 and
7, respectively, for the 1436—1441 UT data set. The time
axes have been aligned so that spectrographic features of
the ramps correlate vertically with the amplitude features.

The development of a typical ramp includes an initial rise
above the background noise level, followed by exponential-
like rapid intensity growth (greater than 40 dB/s), which
lasts until the amplitude saturates [Helliwell and Katsufrakis,
1974] or begins to decay. For ramp slope magnitudes < 1
kHz/s the grown signal tends to rise in frequency above the
input signal, becoming a rising emission (see section 7). The
ramp is described as being in saturation if, following a period
of growth, changes in frequency and hence radiated power
(see Figure 3) are not accompanied by proportional changes
in received intensity. Each grown signal then experiences an
exponentiallike rapid intensity decay (faster than —60 dB/s)
and eventually drops below the background noise level. Fea-
tures which characterize the general amplitude profile of a
ramp have been selected. The frequencies corresponding to
these features have been measured and are defined below:

frequency at which the received intensity passed
through a value 25 dB below 10 uV/m (the
—25-dB level was chosen as the lowest level at
which all ramps could be detected on the am-
plitude profiles);

frG, frp: frequencies at the onset of exponentiallike rapid
intensity growth and decay, respectively;
upper and lower frequency limit of saturation
behavior, respectively.

J-254B:

fsH, fsL:

These features are identified in Figures 6 and 7 by sub-
scripted frequencies and symbols (above and below the am-



1510 CARLSON ET AL.: VARIABLE FREQUENCY SIGNALS AT VLF

RO 12 SEP 79

A(dB) -20% ‘
-40
0

Fig. 6. Amplitude versus time and spectra of the upper intensity cutoff for both the rising (a) and falling (b)
ramps shown in Figure 2. The amplitude profiles were obtained using a narrowband frequency tracking filter
which locked onto or unlocked from the received signal coincident with a tick mark above the amphtude plots.
The parameters fsy, frD, and f_o54p are indicated above representative amplitude plots, fmax is indicated to
the side of the corresponding spectra, and symbols for fsy and frp are indicated below each amplitude plot.
These refer to characteristic amplitude features whose frequencies are shown in Figure 8.
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plitude plots, respectively) and are plotted in Figure 8 ver-  gan at signal amplitudes below the observed noise levels.
sus ramp slope for both data sets. There are errors associ-  In Figure 8, the top and bottom thin-line regions represent
ated with the identification of the measured quantities, the the upper and lower cutoff regions, respectively, while the
largest tending to be in fgr, and fgg. For the falling ramps,  thick-line regions represent saturation.

frg was not measured, since rapid growth apparently be- On the 1421—1426 UT data set the £7-, —3.5-, and —2-
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Fig. 7. Amplitude versus time and spectra of the lower intensity cutoff for both the rising (a and ¢) and falling
(b and d) ramps shown in Figure 2, analogous to Figure 6. The parameters f—95a8+ fRG, fsL, and frp are
indicated above representative amplitude plots; fmn is indicated beside the corresponding spectra; and symbols
for fra, fsi, and frp appear below each amplitude plot. These refer to characteristic amplitude features whose
frequencies are shown in Figure 8.
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kHz/s ramps were not detected on the spectra, suggesting
that these were cases of little or no wave growth. The ramps
which did show growth but did not attain saturation, as in-
dicated in Figure 8, experienced decay before saturation was
achieved. The 3.5-kHz/s ramp on the 1421-1426 UT data
set showed no evidence of exponentiallike rapid intensity
growth.

Low-Frequency Cutoff

The lower cutoff, summarized in Figure 8, occurs dur-
ing decay for the falling ramps and growth for the rising
ramps. A key point is that while the lowest frequencies
at which signals could be recognized on the spectrograms
did not vary systematically with ramp slope, frg and frp
tended to increase with ramp steepness. The —1-kHz/s
ramps, which extended to anomalously low frequencies and
triggered “falling” emissions, were exceptions and are dis-
cussed later. In both data sets, rapid decay on the —0.5-,
—0.25-, and —0.125-kHz/s ramps occurred when a triggered
rising emission left the tracking filter passband and there
was no following regrowth of the ramp (see Figure 7d).

High-Frequency Cutoff

Upper cutoff occurs during growth for the falling ramps
and decay for the rising ramps. The extreme limits of detec-
tion of the rising ramps exceeded those of the falling ramps
by ~100 Hz. As the ramp slope was changed from —7 to
+T7 kHaz/s, f_g545 and fgy tended to increase, while the
highest frequencies at which signals could be recognized on
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Fig. 8. Frequencies associated with amplitude features of the
received ramps shown in Figure 2 and for identical ramps trans-
mitted 15 minutes earlier (upper plot). The parameters fmax
and fuun are the highest and lowest frequencies at which the re-
ceived ramps were detected on spectra, respectively; f_o54p i
the frequency at the signal’s —25 dB level; frp and frg are the
frequencies at the onset of rapid decay and growth, respectively;
and fsy and fsp are the high and low frequency limits of the
saturation region, respectively. The upper frequency thin-line,
thick-line, and lower frequency thin-line sections represent the
upper cutoff, saturation, and lower cutoff regions, respectively.
The parenthisized symbols in the key refer to the notation used
in Figures 6 and 7.
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Fig. 9. Derived amplitude versus frequency curves for the up-
per cutoff portion of the rising ramps shown in Figure 6. The
dashed curve shows the amplitude rolloff of a whistler from an-
other period which propagated on a path similar to that of the
ramps.

the spectrograms tended to remain relatively constant near
~4.6 kHz.

Derived amplitude versus frequency curves for the rising
ramps, shown in Figure 9, do not depend strongly upon
ramp slope, with the exception of the 7-kHz/s ramp, which
is believed to have reached cutoff during growth. The dashed
curve shows the upper cutoff rolloff of a whistler with path
parameters similar to those of the ramps [Carpenter, 1968].

Section 7 contains a review and discussion of data fea-
tures which are relevant to the study of frequency ramps
but which are not fundamental to the following discussion,
in three sections, of gyroresonance relations.

4. SECOND-ORDER GYRORESONANCE RELATIONS

This section examines the theory of gyroresonant interac-
tions involving variable frequency signals. In the following
section, the theory is applied to the data and the observed
ramp slope dependences.

The interaction model developed by Helliwell [1967] pre-
dicts that the length of the wave-particle interaction re-
gion will maximize at the phase equator of the applied
signal and the counterstreaming electrons. To visualize
this mechanism, assume adiabatic electron motion and let
the gyrophase 1 be the angle between the wave’s mag-
netic field and the electron perpendicular velocity. When
dy/dt = 0, the wave and the electron are in first order
resonance. The effective length of resonance will maximize
when d21/)/dt2 = 0, which is called the second-order res-
onance condition. For a given electron, the point where
d%y / dt? = 0 depends on the local change in wave frequency
with time, 8f/8¢t. For pitch angles < 30° the variations of
the gyrophase with distance along the field line from this
point are, to first order, independent of the location of this
point, and hence of 3 f/8t |Hellwwell, 1970]. For this reason,
the point where d2y / dt? = 0 has also been called the phase
equator.

At a given point the relativistic condition for first order
resonance is .
on( L — f) "

k
assuming longitudinal propagation. The second-order reso-
nance condition will be satisfied if the variation of the elec-
tron parallel velocity Y| along the electron orbit is matched
by the variation of vg.

The equations describing the required time variation of

U||§UR =
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Fig. 10. Frequency versus latitude of the phase equator for 30°
pitch angle electrons, parametric in ramp slope (kHz/s). The lat-
itude is measured from the magnetic equator as shown in Figure
4. The second phase equator for rising ramps at low frequen-
cies is a consequence of the dispersion of the rising transmitted
signal into a falling signal. The arrows indicate the directions
of changes with time. The dashed curve shows the locus of fre-
quencies and latitudes where the phase equator splits, one phase
equator moving up in frequency with time and the other moving
down.

frequency for second-order resonance [9f/dt],,,, general-
ized to relativistic electrons and for longitudinal propaga-
tion, are developed in the appendix. Relationships associ-
ated with the solution to the second-order resonance con-
dition, assuming a dipole field model, a diffusive equilib-
rium cold plasma distribution, adiabatic invariance of the
electron motion, and 30° pitch angle electrons, are shown
in Figures 10, 11, and 12. In each figure the upstream or
downstream label indicates where the phase equator is lo-
cated with respect to the magnetic equator and the coun-
terstreaming electrons. Since the transmitter is located in
the south, upstream and downstream phase equator loca-

10
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tions also imply positive (northern) and negative (southern)
phase equator latitudes, respectively.

Curves of frequency versus phase equator latitude, para-
metric in transmitted ramp slope, are given in Figure 10.
Figure 11 relates frequency at the phase equator to the to-
tal energy of the resonant electrons. In general, the resonant
electron energy increases as the frequency decreases. As the
ramp slope magnitude increases at a fixed frequency, both
the resonant energy (Figure 11) and the magnitude of the
phase equator latitude (Figure 10) increase.

Magnetospheric dispersion increases the group delay at
the upper and lower frequency limits of the ramps (the nose
frequency effect). As is illustrated in Figure 1 (bottom left)
the lower frequency ends of rising ramps tend to be dispersed
into falling tones (e.g., see inset in Figure 5) and the upper
frequency ends of falling ramps tend to be dispersed into
rising tones. The extent in frequency of the ramp segments
for which the slope changes sign depends upon ramp slope,
being large for the steeper slopes. Thus in Figure 10, the ris-
ing ramps have phase equators in the south as expected, and
after propagating across the equator, have additional phase
equators for the low frequency segments which have changed
into falling tones. For example, near 2 kHz on the 7-kHz/s
ramp, the initial phase equator should be located near —35°
geomagnetic latitude and involve electrons of energy > 100
keV (Figures 10 and 11). The second phase equator should
be located near 20° geomagnetic latitude and involve ~10-
keV electrons (the second interaction could produce more
wave growth than the first due to higher resonant electron
number densities). The corresponding high-frequency effect
on falling ramps is different, as these ramps do not in gen-
eral have rising tone phase equators in the south. There is a
high frequency limit of the phase equator range in the north
(Figure 10), just below the nose (slope reversal) frequency
for each ramp.

The directions in which the phase equator frequency and
latitude move with time are indicated in Figure 10 by arrows
on the +7-kHz/s curves. For rising tones (downstream), the
initial phase equator is also the lowest frequency phase equa-
tor, and the phase equator frequency increases with time. As
time advances, the phase equator moves toward the equator

19
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Fig. 11. Frequency versus resonant electron energy for second-order resonant, 30° pitch angle electrons, para-
metric in ramp slope. The left and right panels give the energies for downstream and upstream phase equators,

respectively.
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Fig. 12. Frequency versus phase equator velocity for 30° pitch angle electrons, parametric in ramp slope. This
is the velocity associated with the change in phase equator location with time. The left and right panels give the
phase equator velocities for downstream and upstream phase equators, respectively.

and then away again. However, for falling tones (upstream),
second-order resonance initially occurs at some intermedi-
ate frequency on the falling tone segment. Hence there is a
“splitting” effect, with one phase equator moving to higher
frequencies and latitudes with time and the other to lower
frequencies and latitudes. The dashed curve shows the lo-
cus of the frequencies and latitudes where the phase equator
“splits.” The splitting concept is discussed further in a later
paragraph.

Figures 10 through 12 include the second-order resonance
solution for constant frequency signals (slope=0) and for an
impulse (slope=0o). Although a downstream phase equator
is not shown for an impulse, one will exist for high pitch an-
gle electrons (a > 80°) and for frequencies generally above
the equatorial half gyrofrequency.

For falling tones, electrons of a given o and v|| may be in
second-order resonance with the same ramp at two differ-
ent frequencies due to the occurrence of a minimum in the
resonant electron energy at an intermediate ramp frequency
(Figure 11, right panel). This minimum develops because
resonant energy increases with decreasing frequency and also
with increasing latitude magnitude. In the upstream case,
the latitude magnitude is greatest at the high frequency end
of the second-order resonance curves (Figure 10) where, as
noted above, dispersion leads to slope reversal.

The foregoing discussion was based upon calculations for
a given pitch angle. The consideration of all pitch angles re-
sults in a spread of phase equator locations, and the width of
this spread increases with ramp steepness. For larger pitch
angles but for the same frequency and transmitted slope,
the second-order resonance condition is satisfied nearer the
equator (the total resonant electron energy will then be
greater, even though the parallel velocities will be less as
required by the resonance condition (1)}). In this respect
ramps differ from constant frequency signals, for which the
phase equators for all pitch angles are located at the mag-
netic equator.

The pitch angle dependence of the phase equator location

also leads to an asymmetry between rising and falling ramps
when considering the total wave-particle interaction. For a
rising ramp and second-order resonant electrons, the radia-
tion generated by the lower pitch angle electrons will prop-
agate toward the equator and be seen by the higher pitch
angle electrons. The reverse will be true for falling ramps,
while for constant frequency signals all second-order reso-
nant electrons will see the radiation previously generated
by all other second-order resonant electrons. The spreading
of the phase equator locations with ramp steepness and the
associated asymmetry in the “feedback” of radiation may be
related to observable features in the data, but will not be
pursued in this paper.

Because of dispersion and because the transmitted fre-
quency is changing with time, the dipole latitude of the
phase equator varies with time, and hence ramp frequency.
This motion of the phase equator has a velocity given by

Upe = % 2
where 2zpe represents the phase equator location. Curves of
vpe versus frequency, parametric in ramp slope, are given
in Figure 12. Dispersed ramps having a high a? f /(9t2 can
have phase equator velocities greater than the electron or
wave velocities. This is related to a splitting of the phase
equator for falling ramps and for the falling tone portions
of initially rising ramps (Figure 10), and is shown in Figure
12 by discontinuous singularities in the vpe curves. For a
given ramp this discontinuity corresponds to the frequency
at which the second-order resonance condition is first satis-
fied, as is indicated by the dashed curve in Figure 10. At the
instant of the split the two vpe's are infinite and opposite in
sign, one phase equator moving up in frequency with time
(negative vpe) and the other moving down in frequency with
time (positive vpe). In order for the phase equator to move
up in frequency while the local frequency is dropping, vpe
must be in the direction of the group velocity and exceed
the latter in magnitude.
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Fig. 13. Curves of frequency at the point of second-order resonance versus transmitted ramp slope calculated for
constant values of pitch angle and electron parallel velocity. The circles represent the observed onsets of rapid
intensity growth at frequency frc on the rising ramps shown in Figure 2 (left panel) and on the rising ramps of an
earlier data set (right panel). Their fit with the curves is consistent with a model involving a threshold resonant

electron number density for wave growth.

The higher velocities indicated demonstrate that the
phase equator velocity is in a sense nonphysical in nature,
by analogy to the phenomenon of wave phase velocity. The
higher phase equator velocities generally occur outside the
observed range of the data, with some exceptions mentioned
later. It seems possible that high phase equator velocities
could affect the coherent addition of the radiation stimulated
by resonant electrons and an applied signal.

5. LOWER CUTOFF INTERPRETATION: AN APPROACH
TO A HOT PLASMA DIAGNOSTIC

In the lower intensity cutoff data of Figures 7 and 8, the
rapid amplitude changes at frs and frp are believed to be
evidence of the power threshold for transition to exponential
temporal growth reported by Helliwell et al. [1980]. Two
mechanisms were suggested to explain this power thresh-
old, which was previously measured by varying transmit-
ter power at constant frequency. The first requires that for
rapid growth, the applied signal level must exceed the plas-
maspheric hiss level. The second requires the applied signal
level to be large enough so that the phase shifts in the phase
bunched currents, introduced by the inhomogeneity of the
medium, are altered sufficiently to permit rapid growth. To
first order however, the inhomogeneity and plasmaspheric
hiss level do not change with phase equator location and
thus cannot explain the ramp slope dependence of frs and
frp. Thus we suggest that in conjunction with a smooth in-
crease in radiated power with frequency (Figure 3), the dom-
inant factor in the present case was an increase in the num-
ber density of resonant electrons with increasing frequency
(or decreasing electron energy). As the number density in-
creases, so should the growth component of the stimulated
magnetic field (i.e., the stimulated magnetic field component
in the direction of the applied magnetic field). Therefore it
seems possible that at fpc and frp, the growth component
passed through threshold values for transition to exponen-
tial temporal growth or from saturated growth, respectively.
This model can account for the increase in frg and frp
with ramp slope magnitude. The effect is demonstrated in
Figure 11, which shows that for a constant resonant elec-
tron energy and pitch angle, the second-order resonance fre-
quency increases with ramp steepness.

Our interpretation of the lower cutoff suggests an ap-
proach to a hot plasma diagnostic technique. The ramp-
slope variation of fps and frp is expected to depend upon
the energetic electron distribution function. Therefore if
wave-particle interactions were simulated using a given elec-
tron distribution, frg and frp values would be predicted
from a threshold value of the stimulated growth component.
If the distribution were taken to be of the form v~ ", a diag-
nostic for n could be obtained by fitting to the actual data
the results of a series of simulations using various values of
n. This plasma diagnostic technique suggests that a “full
simulation” be performed, which would calculate the fields
stimulated by the evolution of a full distribution of electrons
in a propagating variable frequency wave field.

To test and visualize this technique, consider a simplified
model. Assume that the effects of the actual interacting
electrons can be represented by the second-order resonant
electrons with pitch angles at some o = @max, for which
the growth component of the stimulated magnetic field per
unit pitch angle Bgz(a), is maximized. Suppose further that
there is a second-order resonant electron number density,
and hence a value of Bsz{amax), above which rapid gyrores-
onant wave growth can occur and that within a Av and A«
range, the number density is invariant with latitude. This
threshold value of the resonant electron number density will
correspond to some value of Y|, which is then itself invari-
ant with latitude. The invariance holds to first order even
for anisotropic distribution functions, since near the equator
and for the pitch angles of interest (discussed later) the dis-
tribution function is not strongly dependent upon latitude.
The change in the number density due to the convergence
of the earths magnetic field should be less than ~10% for
latitudes < 10° magnitude. For the purpose of presenting a
simple demonstration, these assumptions appear justified.

The first part of the diagnostic procedure consists of find-
ing a best fit value of resonant electron pitch angle «. As an
illustration, such a fit would occur for the oo = 30° used to
prepare Figure 11 if the observed values of frg, when plot-
ted on their corresponding ramp slope curves, were arranged
in a line above some equivalent value of |- In practice, the
frc values are used to estimate a best fit v for each o,
and curves of second-order resonance frequency versus ramp
slope, parametric in «, are compared to the data. The curve
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which gives a least squares best fit to the frg or frp data
will also be the Bgz(amax) threshold curve and will give
omax. The value of n in the distribution function (for the
assumed anisotropy) can then be inferred from simulations
that predict values of amax as a function of n.

Figure 13 shows the best fits for several pitch angles ap-
plied to the frg’s (with the 3.5- and 7-kHz/s values re-
moved). Recall from the previous section that for a “pan-
cake distribution” of high pitch angle electrons (a > 80°),
the second-order resonance condition should be satisfied
near the equator. This distribution would not be expected to
yield ramp slope dependent frg’s or frp’s, as is suggested
by the a = 80° curve in Figure 13. A relatively good fit of
the 1436—1441 UT fgrg’s (left panel) was achieved for pitch
angles between ~ 6° (loss cone) and 30° and corresponding
energies between ~1.2 and ~1.7 keV (v ~ 2.1 x 107 m/s).
For the 1421—1426 UT fgg’s (right panel), the least squares
best fit curve is shown and represents ~1.4-keV electrons
with pitch angles near 49° and v = 14X 10" m/s. Fig-
ure 14 shows the best fit curve to the 1436—1441 UT fgrp’s
(with the —1, —3.5, and —7 kHz/s values removed) and rep-
resents ~1.4-keV electrons with a~32° and v = 1.9 x 107
m/s. The 1421 UT data set fpp’s were not analyzed be-
cause of insufficient data.

To calculate the Bgsz(a) curves for this simplified model
we performed a simulation of the wave-particle interaction
[Helliwell and Inan, 1982] between constant frequency sig-
nals and the second-order resonant electrons. A plot of the
output Byz(a) is inset in Figure 15 for the deduced path
parameters, a 3-kHz applied signal with an intensity of 0.3
pT at all latitudes, and a v~ 9 distribution function. Fig-
ure 15 shows amax versus n for isotropic and anisotropic
distribution functions, both corresponding to actual mea-
surements [Kimura et. al., 1983]. The values of n, where
amax corresponds to the best fit a’s of Figures 13 and 14,
can be read from Figure 15. The 1421—1426 UT data set

1436-1441UT
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Fig. 14. Curves of second-order resonance frequency versus trans-
mitted ramp slope for a constant pitch angle of 32° and constant
electron parallel velocity. The squares represent the observed on-
set of rapid intensity decay at frequency frp on the falling ramps
shown in Figure 2. Their fit with the curves is consistent with a
model involving a threshold resonant electron number density for
wave growth.
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Fig. 15. Plots of amax versus the spectral index n for two differ-
ent pitch angle anisotropies g(&). amax is the pitch angle of the
second-order resonant electrons for which the growth component
of the stimulated magnetic field per unit pitch angle Byz, calcu-
lated at the interaction region output, is a maximum for electron
distributions of the form g(a)v™"™. The inset plot is an exam-
ple of Bs; versus o for a v~9 distribution function. B,z was
determined using a simulation model [Helliwell and Inan, 1982].

predicts amax = 49° and n ~ 5 (n ~ 6 for the anisotropic
case). Taking amax = 30°, the 1436—1441 UT data set
predicts n ~ 12 (n ~ 13 for the anisotropic case). OGO 3
satellite measurements of the differential energy spectrum at
L ~ 5.5 fit a v 3T0-5 (E=15) power law [Schield and Frank,
1970]. This v 305 Jifferential energy spectrum converts
to a v 903 distribution function [e.9., Chang, 1983a] or
n =~ 5, the same value of n given by the 14211426 UT data
set.

A simulation in which all significant electrons are con-
sidered could give values of n different than those given
above. Wave-particle interactions have been simulated by
several workers (for a review, see Matsumoto [1979] or work
by Helliwell and Inan [1982|, Omura and Matsumoto [1982],
Vomvoridis et. al. [1982], Hashimoto et. al. [1983], and
Nunn [1984]). Presently, no interaction model is capable of
performing the full simulation suggested above, mainly due
to computer speed and memory limitations.

The steep ramps (|df /dt| > 2 kHz/s) were excluded from
the diagnostic analysis because amplitude features suggest
that steep falling ramps experienced rapid decay before sat-
uration was achieved and that steep rising ramps may never
have been in a mode of rapid “temporal” growth. Extrap-
olation of the curves in Figures 13 and 14 to steeper ramp
slopes indicates that the growth and cutoff of these ramps do
not fit the second-order resonance model. For these ramps,
the growth could result primarily from first-order resonant
“spatial” growth. The —1-kHz/s ramp was also omitted
from the fitted data set because of its anomalously low frp.

The important pitch angles in this model (amax < 50°)
are lower than the 50° — 70° pitch angles predicted by
Nunn [1984]. Nunn however, considers only trapped elec-
trons, which automatically eliminates the low pitch angle
electrons from consideration when low applied field intensi-
ties are used. For our model the applied field (0.3 pT) is
apparently below the level at which trapped electrons play
an important role in the wave growth. Figure 15 suggests
that the ramp slope dependence of a lower cutoff frequency
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Fig. 16. Expanded portion of the upper cutoff region in Fig-
ure 8. The dashed curves are the calculated half gyrofrequency
phase equators of transmitted ramps for 30° and 60° pitch angle
electrons.

may be dominated by a > 50° electrons for hard (n < 4)
distribution functions.

6. HIGH-FREQUENCY CUTOFF INTERPRETATION

The upper cutoff seems to be controlled primarily by the
duct propagation cutoff at one half the electron gyrofre-
quency [Smith, 1961; Carpenter, 1968]. The frequency spread
in the rising ramp fgy values (Figure 8) reflects the previ-
ously noted subjectivity in their identification. The main
point is that fgy and frp are separated by a rolloff in in-
tensity that does not vary in a simple way with frequency,
time, or ramp slope. With increasing rising ramp slope frp
and f_o5qp tended first to increase and then to decrease.
This decrease at the higher slopes is believed to result from
the ramp reaching cutoff before saturation. An expanded
portion of the upper cutoff region in Figure 8 is given in
Figure 16.

The falling ramp signal is interpreted as having been un-
ducted at frequencies f > fg,,/2, where fg,, /2 was the
approximate frequency at the beginning of the wave train as
it entered the interaction region after crossing the equator.
The falling ramps support this hypothesis; in the 1436—1441
UT data set, a common frequency of apparent growth onset
was found at ~4.49 kHz, just below the estimated f Heq /2 of
4.69 kHz. This onset frequency was determined by extrapo-
lating the observed growth curves (such as in Figure 6b) into
the noise, and finding a frequency at which the estimated
amplitudes of all the ramps were nearly the same, ~ —36 dB
below 10 uV/m. The previously mentioned splitting could
influence the upper cutoff of the steeper ramps since, as
shown by the dashed curve in Figure 10, the splitting can
occur below the equatorial half gyrofrequency. Above the
splitting frequency, vpe is in the direction of and greater in
magnitude than the group velocity, resulting in the phase
equator moving up in frequency with time.

As mentioned earlier, the onset frequency for rapid decay
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on the rising ramps was ~100 Hz above the onset frequency
for growth on falling ramps. This suggests that the radi-
ated power required to sustain the growth of a signal was
often less than the radiated power necessary for the onset of
exponential growth.

Rising ramps should encounter their second-order inter-
action regions prior to crossing the magnetic equator. The
output of these regions would be expected to have rela-
tively high amplitudes at frequencies up to the local half
gyrofrequency. In Figure 16, dashed curves (for two pitch
angles) show the relations between ramp slope and half gy-
rofrequency within calculated second-order interaction re-
gions. The agreement between these curves and the ob-
served rise in upper cutoff with ramp slope lends support to
the second-order interaction model. However, the question
of transequatorial propagation of ramp frequencies above
SHeq/2 must be considered.

Transequatorial propagation of signals with f > f Heq /2
has been predicted to occur within a limited wave-normal-
position window [Bernhardt, 1979]. Some ducting loss is also
expected at frequencies below f Heq /2. Therefore it seems
possible that the pre-rapid decay rolloff on rising ramps be-
ginning at fsg, and the upper frequency limit on the ob-
servation of falling ramp signals (both ~200 Hz below the
estimated fg,,/2) are due to ducting losses during transe-
quatorial propagation. In some cases the stimulated signal
became free running, resulting in the appearance of the in-
verted hooks shown in Figure 6a. These emissions lasted less
than 0.5 s and usually showed a negative d2 f /dt2. These
emissions and the rapid intensity decay could be associated
with reduced input signal intensities due to ducting losses,
thus causing a loss of control of the stimulated signal.

The appearance of multiple inverted hooks on the rising
ramps could be a result of multipath propagation; however,
there are other possible explanations. Single duct, multi-
mode propagation predicted by a full wave treatment of
ducted propagation [Scarabucct and Smith, 1971] suggests
that higher-order modes with larger discrete wave normal
angles would have lower upper cutoff frequencies and larger
group delays above the nose frequency. If each mode had in-
dependent interactions, then triggering of multiple inverted
hooks might occur along with frequency-separation beating
and frequency-time broadening, all of which are seen in the
received signals. Similar results might be expected to result
from coupled multiple ducts like a microduct structure [R.
L. Dowden, personal communication (1983)], which consists
of smaller enhancement ducts superimposed on a large main
duct. This hypothesis is supported both by measurements of
microduct-like structures [Mosier, 1976] and by ray tracings
in the presence of closely spaced ducts [Strangeways, 1982]
which show that energy can be coupled between the ducts.

7. EXPERIMENTAL RESULTS: OTHER FEATURES
Low-Frequency Cutoff

The following are amplitude features of the profiles below
f—2548. In general, the intensity tended to increase with
frequency for falling and rising ramps and showed amplitude
fluctuations, some of which were noticeably periodic. The
intensity did not increase as rapidly as the radiated power
rolloff. On rising ramps the intensity was often 5—10 dB
greater on rising ramps than on falling ramps for the same
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frequency and ramp slope magnitude. Below the nose fre-
quency, dispersion will increase the rising ramp slope magni-
tude, “squeezing” the wave energy per unit bandwidth into
a shorter time period; the opposite will be true for falling
ramps. Calculations show that dispersion can adequately ac-
count for the intensity difference between the ramps steeper
than 1 kHz/s. Since the effects of dispersion are not sig-
nificant for the more gradual ramps, more data should be
examined to see if the observed intensity difference is a re-
peatable effect.

The —1-kHz/s ramps (e.g., Figure 17) achieved saturation
and continued down to low frequencies and radiated power
amplitudes (~1 kHz and ~10 dB below the respective levels
at frg for the 1-kHz/s ramp) without triggering a free run-
ning, rising emission. The grown signal shown in Figure 17
remained locked to the —1-kHz/s ramp until the triggering
at ~2 kHz of free running fallers.

It seems possible that the free running fallers triggered by
the —1-kHz/s ramp could be related to low radiated power
levels near 2 kHz such that the coherent signal, as it entered
the interaction region, could no longer control the emission.
An estimate of the applied signal level near the equator at
the faller triggering frequency is Beq ~ 1073 pT and Eeq ~
0.01 uV/m. The two fallers shown in Figure 17 (beginning
at 1436:42.8 and 1436:43.3) apparently originated on two
different paths.

Large differences exist between the radiated power profile
and the received signal in the lower cutoff region. If one
takes the radiated power profile, subtracts the estimated
ionospheric absorption (using the Halley Bay ionograms in
this case and calculations up to 1000 km) [Helliwell, 1965],
and compares the result with the received amplitude profile,
then the difference in the curves represents the contribution
from other frequency dependent factors (e.g., wave growth,
the coupling into and out of ducts [Strangeways, 1981a, b],
and propagation). Such a comparison is shown in Figure
17, top panel. The adjusted radiated power profile was po-
sitioned so that it passed through the amplitude-frequency
point at which falling ramp growth was inferred to have be-
gun (see previous section). The profile is as much as 50
dB down from the apparently saturated intensity of the re-
ceived —1-kHz/s ramp. For the other ramps this profile was
generally down 20—30 dB from the nonsaturated intensities
at frequencies below f_95495, which could be mainly due to
spatial or linear growth. Linear amplification of artificial
signals on the order of 20 & 10 dB was reported by Dowden
[1978], and at least 25 dB/hop was reported by McPherson
et. al. {1974].

Saturation

The smoothed saturation intensities of the ramps were
measured at various frequencies and found to fall within a
10-dB range. This range was centered at —7 dB for the
1436—1441 UT data set and at —15 dB for the 14211426
UT data set.

In some cases the saturation amplitude was less than
the peak amplitude immediately after growth (e.g., the 0.5-
kHz/s ramp, Figure 7a). This “overshoot” was coincident
with a spectral broadening during growth which showed fre-
quency fluctuations. This state was not sustained and was
followed by a rapid reduction in amplitude coincident with
spectral narrowing and reduced frequency fluctuations. The
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Fig. 17. Details of the —1-kHz/s ramp shown in Figure 2. The
top and middle panel are frequency tracking filter, amplitude and
frequency versus time curves, respectively. The —1-kHz/s ramp
spectra are given in the bottom panel. The radiated power profile,
corrected for ionospheric absorption, is given by the solid curve
in the top panel.

overshoot phenomenon occurred many times in constant fre-
quency pulses transmitted between 1441 and 1446 UT. On
the more gradual ramps, the spectrally broadened signal
occasionally continued as a free-running emission (see trig-
gered rising emission section). Following emission trigger-
ing, the ramp amplitude was reduced and then, except below
fRD, grew back to the saturation level.

Growth Rates

The amplitude profiles of rapid growth are given in Fig-
ures 6b, 7a, and 7c. For the purpose of investigating ramp
slope dependences, average growth rates measured between
the noise level and saturation are given in Figure 18 for
the rising ramps of the 1436—1441 UT data set. Because
of the unknown influence of the half gyrofrequency duct-
ing loss on falling ramp growth rates and because of local
power line harmonic interference on the 14211426 UT ris-
ing ramp growth curves, growth rates are not given for the
other ramps. For the ramps in Figure 18 the growth rate
tends to increase as the ramp slope becomes more grad-
ual. These growth rates range from 140 to 40 dB/s, and
thus fall within the 25 to 250-dB/s range of several hundred
growth rate measurements on constant frequency pulses by
Stiles and Helliwell [1977]. The reduced growth rates on
the steep ramps could be related to phase equator features
such as phase equator spreading, latitudinal variations in the
second-order resonant electron number density, and higher
phase equator velocities.

Smoothing was used in obtaining the growth rate mea-
surements from the amplitude-time profiles. The variability
of amplitude profiles among the ramps and the fluctuations
of the amplitude on a given ramp (Figures 6 and 7) were
not just due to noise. The repeatability of the period of the
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Fig. 18. Exponential growth rates for the rising ramps of Figure
2 measured from the growth curves shown in Figure 7. The error
bars represent the maximum and minimum growth rates which
could be interpreted from the growth curves.

amplitude fluctuations on different ramps (e.g., the —0.5-
and —0.125-kHz/s ramps in Figure 6b) suggests that these
were the result of wave-particle interaction rather than some
other process such as multipath beating.

Figure 6b suggests that the growth rates within the ampli-
tude range —30 to —15 dB were sometimes greater than the
rates between —15 dB and saturation. On the 0.25-kHz/s
ramp (Figure 7a), the peak intensity following rapid growth
onset was more than 10 dB down from corresponding inten-
sities on the 0.5- and 0.125-kHz/s ramps. This is believed
to be due to growth suppression [Raghuram et al., 1977] in-
duced by the diffuse multipath whistler visible in Figure 2.

Triggered Rising Emissions

Triggered emission is a general term used to describe a sig-
nal that originates from an input signal and has frequency-
time characteristics that differ from those of the dispersed
input signal. Figure 2 shows that rising emissions, (“risers”)
were only triggered by ramps with slope magnitudes less
than 1 kHz/s. On some rising ramps, the absence of risers
suggests that they cannot be triggered by ramps with slopes
exceeding the natural riser slope. The absence of risers on
the steeper falling ramps appears to be connected to the lack
of saturation in these cases. The apparent saturation on the
—1-kHz/s ramp shown in Figure 17 and identified in Figure
8 occurred in a frequency range below that in which risers
were triggered on other ramps.

Following the triggering of a riser the ramp intensity was
reduced and would then increase. Rates of such regrowth
measured on the 1436—1441 UT data set ranged from 79
to 131 dB/s and averaged 83 dB/s for falling ramps and 91
dB/s for rising ramps. Amplitude-time profiles of regrowth
were quite similar from case to case (see Figure 7).

The average time between triggered rising emissions
tended to decrease with increasing ramp slope. The ris-
ing emission is hypothesized to suppress the regrowth of the
ramp until the frequency difference between the emission
and the ramp becomes greater than about 50—100 Hz. It is
also possible that preferential triggering frequencies played
a role, since emissions were often seen to be triggered near
the same frequency on different ramps.

Associated with the triggering of the last riser on the
—0.125-kHz/s ramp (Figure 7d) is a band limited impulse
(BLI), a short-lived increase in signal bandwidth. This BLI
extends ~190 Hz above the ramp frequency and is ~0.04 s
in duration, as measured on the amplitude trace.

The following are properties of the rising emissions them-
selves and represent the “natural” response of the magneto-
sphere to variable frequency VLF signals. These are given
to complement the study of the “driven” response of the
magnetosphere to the injection of variable frequency VLF
signals.

Independent of the ramp slope and triggering frequency,
most of the risers quickly developed a characteristic slope
that varied with frequency. Maximum positive slopes ranged
from 1.8 to 0.9 kHz/s, while the average positive slope was
0.63 kHz/s. This slope is comparable to the 0.77-kHz/s
median slope of 867 rising chorus elements received on OGO
3 [Burtis and Helhwell, 1976].

A rising emission analyzed with a 100-Hz bandwidth
tracking filter produced the frequency-time and amplitude-
time profiles shown in Figure 19. A maximum slope mea-
surement is shown along with the average overall slape of the
measured risers. Rising emissions repeatedly displayed two
characteristic modes of behavior, labeled A and B in Figure
19. For mode A, which includes the birth of the emission,
the amplitude fluctuates rapidly over a 20-dB range, accom-
panied by a broadband, speckled, and turbulent appearing
spectral signature. For mode B the fluctuation range is less
than 10 dB and the spectral signature is relatively narrow-
band. The transition from mode A to mode B generally
coincides with a local minimum in the riser amplitude and
discontinuities in the derivatives of frequency with respect
to time. Mode B thus begins with regrowth and, in these
data, ends with the decay of the emission. These two modes
are commonly seen on rising emissions and hooks recorded
on other days.

The peak intensity of the risers was generally less than
or equal to the peak intensity of the ramps at any given
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Fig. 19. Amplitude and frequency versus time curves (from a
frequency tracking filter) of a rising emission (riser) triggered by
the —0.125-kHz/s ramp. Two modes of a rising emission, based
on amplitude fluctuations and frequency-time behavior, are iden-
tified as A and B, with the tick mark indicating the time of tran-
sition. The maximum slope line for this riser (1.2 kHz/s) is drawn
along with the average slope line (0.63 kHz/s) for several risers.
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frequency. Riser intensities tended to decrease with time
(Figure 19). There was also a trend for risers triggered at the
high-frequency portion of ramps to rise to higher frequencies
than those triggered at lower frequencies (Figure 2).

Magnetospheric Line Radiation or Power
Line Harmonic Rddiation

There is evidence that rising emissions were influenced
by magnetospheric line radiation or power line harmonic
radiation (PLHR) [Park and Helliwell, 1981]. Possible riser-
PLHR interactions include the termination of risers coin-
cident with PLHR frequencies, preferential triggering fre-
quencies, and possible entrainment of the risers by PLHR.
Possible wave-PLHR interactions include the abrupt appear-
ance of a signal at ~2.2 kHz on the 0.5-kHz/s ramp and the
lack of received signal between 2.94 and 2.54 kHz on the
3.5-kHz/s ramp (Figure 7a).

8. SUMMARY AND CONCLUDING REMARKS

The magnetospheric response to the injection of coher-
ent variable frequency VLF signals (ramps) has been ana-
lyzed, with emphasis upon the results of a particular case
study. Ramp slope dependences were found, including (1)
upper and lower cutoff effects which varied systematically
with ramp slope, and (2) triggering of free running emis-
sions.

Ramp group delay measurements, in conjunction with
ionospheric soundings, were used for the first time to yield
the L shell, gyrofrequency, and electron density along the
whistler mode propagation path. Ramps possess an advan-
tage over whistlers in determining path parameters because
of the known location and timing of the transmitted ramp.

A generalized second-order gyroresonance condition, valid
for relativistic electrons, was developed in this paper and
solved in order to characterize the interaction region, or
phase equator. Examination of the phase equator behav-
ior reveals several noteworthy features, many of which, in-
cluding those given below, are related to dispersion. The
concept of the phase equator velocity was developed to de-
scribe the change in phase equator location with time, and
phase equator velocities greater than the wave or electron
velocities were calculated. On falling tones the second-order
resonance condition is satisfied at two frequencies for the
same electrons, and where the resonance condition is first
satisfied, the phase equator splits into two oppositely mov-
ing regions. Two phase equators occur at a single frequency
for the low-frequency portions of rising ramps, one on the
downstream side of the magnetic equator as expected, the
other on the upstream side after dispersion of the lower part
of the rising ramp into a falling tone. These results suggest
that transmitted ramp slope can be varied with frequency to
give particular relationships among frequency, phase equa-
tor location, and phase equator motion, for given resonant
electrons. The use of variable sloped transmissions to con-
trol the interaction in a predetermined manner was proposed
by Brinca [1981] for cases in which the electron becomes
trapped by the wave field.

Another new feature developed in this paper is the spread-
ing of the range of phase equator locations due to the fact
that high pitch angle electrons are in second-order resonance
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nearer the equator than low pitch angle electrons. The
amount of spreading increases with ramp steepness. Associ-
ated with this spreading is an asymmetry in the feedback of
radiation, with the radiation stimulated by low pitch angle
electrons feeding back on the high pitch angle electrons for
rising ramps and vice versa for falling ramps. The phenom-
ena of phase equator velocity, phase equator splitting and
spreading, the feedback dsymmetry in wave growth, and
their relations to observable data features require further
study. Because these phase equator features might affect
the properties of any sustained feedback system, the feed-
back model of Helliwell and Inan [1982] should be generalized
before it is applied to fast ramps or whistlers. The role of
feedback and the relative importance of second-order reso-
nance compared to first order resonance in the total wave
growth process deserves further study.

The lower cutoff frequency, where rising ramp rapid
growth or falling ramp rapid decay occurred, increased as
ramp steepness increased. According to our interpretive
model, the cutoff corresponds to a critical value of the
resonant electron number density, above which temporal
growth can occur. This model suggests a hot plasma di-
agnostic technique in which the observed lower cutoff fre-
quencies are fitted to frequencies at which stimulated mag-
netic fields pass through threshold values. These thresh-
old values would be calculated using wave-particle inter-
action simulations with various energetic electron distribu-
tions. The technique was tested using a g(o)v™" electron
distribution and a simplified wave-particle interaction sim-
ulation which considered only second-order resonant elec-
trons. For an isotropic (anisotropic) distribution function,
the best fit to the 1421-1426 UT data set gave n ~ 5
(n =~ 6) and the 1436—1441 UT data set gave n > 10. The
1421—-1426 UT data set and OGO 3 satellite measurements
of the differential energy spectrum were consistent with a
v~9 distribution function. When further developed, this
technique could provide a ground-based means of monitor-
ing the magnetospheric hot plasma, complementing the use
of non-stationary, satellite-borne particle detectors. A next
step toward the development would be to make a detailed
statistical comparison of VLF and satellite data. For this
purpose, new frequency ramp formats have been designed
for transmission from Siple Station.

The upper cutoff features of all the ramps were consis-
tent with a half gyrofrequency ducting loss. Observations
of systematic increases in upper cutoff frequencies with in-
creasing rising ramp slope were found to be consistent with
a corresponding increase in the half gyrofrequency within
interaction regions located off the equator. Falling ramp
upper cutoff, occurring at lower frequencies than the rising
ramp upper cutoff, was consistent with equatorial ducting
loss prior to the arrival of the falling ramp at its upstream
interaction region. The upper cutoff could be useful as a hot
plasma diagnostic tool when it occurs below the half gyrofre-
quency; in such cases it could be related to the distribution
function rather than to ducting losses.

These interpretations of ramp slope dependences in terms
of off-equatorial positions of the interaction region provide
the first reported ground based test of Helliwell’s [1967]
phase equator model. Satellite measurements, also consis-
tent with the model, showed an increase in the ratio of de-
tected rising frequency to falling frequency chorus elements
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as the satellite moved nearer the magnetic equator [Burtis
and Helliwell, 1976).

The upper and lower cutoff data also suggest that the
radiated power required to sustain the growth of a signal was
often less than the radiated power necessary for the onset
of exponential growth, the difference in one case being as
much as 10 dB.

The nonsaturated signal intensities at the low frequency
limits of the received ramps, when compared with the radi-
ated power profile, indicated that these nonsaturated inten-
sities were 20—30 dB above a calculated unamplified signal
level. This difference could be the result of spatial growth
and is comparable to spatial growth or linear amplification
calculations of 20 &+ 10 dB reported by Dowden [1978] and
at least 25 dB/hop reported by McPherson et. al. [1974].

Rising emissions were triggered by ramps with slope mag-
nitudes < 1 kHz/s. The absence of rising emissions on
steeper ramps was attributed to a lack of saturation within
the frequency range where triggering occurred on the other
ramps and to the fact that steep rising ramp slopes exceeded
the natural emission slope. A study of the rising emissions
revealed two “modes” of repeatable behavior. One mode,
which includes the birth of the emission, was characterized
by 20-dB fluctuations, accompanied by frequency fluctua-
tions. The other mode was characterized by reduced ampli-
tude fluctuations (<10 dB) and was relatively narrowband.

APPENDIX: THE EQUATIONS OF
SECOND-ORDER RESONANCE

At a given point the relativistic condition for first-order
resonance is

(L8 — f)
k
assuming longitudinal propagation. For second-order reso-
nance, the variation of the electron parallel velocity v) along
the electron orbit equals the variation of vg. At a given ge-
omagnetic L shell and latitude ¢, wave frequency f, and
pitch angle o ,the required time variation in f, [0f/6¢] .,

may be found in terms of known quantities.

The following equation (A2) is a generalized form of the
second-order resonance relationship introduced by Helliwell
[1967] and is valid for longitudinal wave propagation and
relativistic electron energies. Adiabatic electron motion is
assumed.

l..

Y| UR = (A1)

_2cfu(1 - Av)[A(1 —A)]’
oL+ Ay —2A2 )

(1 - A1+~ — Av))tan’a)

2 N
7, A=A -N5 ]

where k, fp, fr, and ¢ are the wave number, plasma fre-
quency, gyrofrequency, and velocity of light in free space,
respectively. A = f/fg, v = (1 - (v||/ccosa)2)_1/2, and
z is the field line arc length measured from the magnetic
equator in the direction of ME

The effect of the 9fp/dz term will only be noticeable at
high phase equator latitudes (|¢| > 30°) and can safely be
neglected. This term could be significant if the cold plasma

[(3 —A(+2)+

)
a9z

(A2)
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electron density were fluctuating with respect to z [U. S.
Inan, personal communication (1984)].

The rate of change of frequency of a propagating (and
hence dispersed) ramp at an observing point with geomag-
netic latitude ¢ is given by

-1

[af _ |1 [at] [at]
a] res B + af iono + W :
2]

where M is the transmitted slope, [0t/8f];ono 18 the deriva-
tive of the transionospheric group delay and [8t/3f] ;¢ is

(A3)

the derivative of the magnetospheric group delay fror?ltsthe
topside ionosphere to ¢. In this case, the topside ionosphere
is the mathematical boundary between the ionosphere and
magnetosphere, chosen to be at 1000-km altitude. Using
the ionospheric dispersion approximations of Park [1972] we

have 5 =
t
— -0. 575\/
[af] iono f3

where N is the electron columnar content (el/cm?) below
1000 km. The magnetospheric term is given by
® Jofuln —4f) 07,

at
[ﬁ]m dc)yy, /13 (fu - 1)5 99

In this paper the second-order resonance latitude ¢ was
found by equating the right hand sides of (A2) and (A3)
and then applying the “Pegasus” root finding method of
Dowell and Jarratt [1972). The N in (A4) was estimated
using Halley Bay ionograms.

(A4)

9. (A5)
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