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Abstract

Plasma display panels (PDPs) are one of the leading candidates in the competition for large-
size, high-brightness flat panel displays, suitable for high definition television (HDTV) wall-
mounted monitors. Recent progress of PDP technology development and manufacturing has
been remarkable. One of the most critical issues in ongoing PDP research is the improvement
of the luminous efficiency, which is still low compared to conventional cathode ray tube
displays (CRTs). Another important problem is the relatively high operating voltages.

We first use a fundamental kinetic model to compare the electron excitation efficiency
of different compositions of inert gas mixtures in plasma display panels. Electron excitation
efficiency is an increasing function of the Xe concentration in both the Ne-Xe and He-Xe
cases. The fractional increase in efficiency is very small for Xe concentrations higher than
~10%. We also use a two-dimensional self-consistent simulation model to study the effect
of the geometric parameters on the operating voltages and the efficiency of a coplanar-
electrode plasma display panel cell. For the standard coplanar-electrode geometry it is
found that there is a trade-off between high efficiency and low operating voltages as the
electrode gap, or other parameters of the upper dielectric are varied, while variation of
the sustain electrode width has no significant effect on either the operating voltages or
efficiency. Finally, we put forth several non-standard cell geometry designs involving two-
dimensional variations of the coplanar-electrode PDP cell and analyze their performance
using the simulation model. A PDP cell with modified shape of sustain electrodes is found to
have ~20% larger luminous efficiency without substantial increase of the operating voltages.
Similar performance improvement is achieved by new designs with different shapes of the
upper dielectric, or by those involving two different dielectric layers. The dependence of PDP

performance on the geometrical design parameters of these new structures is quantified.
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Chapter 1

Introduction

Plasma, display panels are one of the leading candidates in the competition for large-size,
high-brightness, high-contrast-ratio flat panel displays, suitable for high definition televi-
sion (HDTV) wall-mounted monitors [e.g., Sobel, 1998; Kamegaya, 1990, p. 131]. Their
advantages include large screen size, high resolution, wide viewing angle, low weight, small
thickness and simple manufacturing process for fabrication. Recent progress of PDP tech-
nology development and manufacturing has been remarkable [e.g., Kanazawa et al., 1999;
Hashimoto et al., 2001]. However, there are still problems that need to be resolved to pop-
ularize the PDP as a home commodity. One of the most critical issues in ongoing PDP
research is the improvement of the luminance and luminous efficiency of the display, which
are still low compared to conventional cathode ray tube displays (CRTs). Another impor-
tant problem is the relatively high operating voltages which adversely affect the cost of the
electronics and consequently the overall cost of the display. Figure 1.1 shows a 60 inch

diagonal plasma display panel.

1.1 Structure of the plasma display panel

Typical color plasma displays consist of two glass plates, each with parallel electrodes de-
posited on their surfaces (Fig. 1.2). The most common type of color plasma display is
the coplanar-electrode PDP. In this PDP type, each cell is formed by the intersection of a
pair of transparent sustain electrodes X and Y on the front plate, and an address electrode
A on the back plate. The electrodes are covered with dielectric films typically made of

enamel or alumina. A protective MgO layer is deposited above the dielectric film on the
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Figure 1.1 A 60 inch diagonal color plasma display panel. The display has an array of 1366x 768
full color pixels, and a total viewing area of 1328 x747mm. It weighs 75kg and has a 5 inch thickness.

front plate. The role of this layer is to decrease the breakdown voltage due to the relatively
high secondary electron emission coefficient of MgO. On the back plate barrier ribs are
formed, which separate both electrically and optically adjacent cells with different colors.
In each cell phosphors are deposited that emit one primary color, red, green or blue. Each
PDP pixel consists of three adjacent cells. The two plates are sealed together with their
electrodes at right angles, and the gap between the plates is first evacuated and then filled
with an inert gas mixture. When sufficiently high voltages are applied to the electrodes of
the PDP cell, breakdown occurs which results in ionization and UV emission. Some of the
UV photons emitted by the discharge hit and excite the phosphors deposited on the walls
of the PDP cell. The phosphors emit visible photons, some of which come out of the front

plate and reach the observer.

1.2 Operation of the plasma display panel

As we mentioned above, the two plates are sealed with their electrodes at right angles, so

that one of the two plates shown in Fig. 1.2 has to be rotated by 90°. PDP cells are formed
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. Front plate

Sustain electrodes \

Dielectric layers Phosphors MgO layer

. Barrierrib

/ Address electrode

Figure 1.2 Typical structure of a coplanar-electrode color plasma display panel. Only a portion
of the cross section of the two plates is shown. Both plates are uniform in the third dimension and
periodic in the horizontal direction. The two plates are sealed together with their electrodes at right
angles. In other words, one of the two plates shown here has to be rotated by 90°. Each pair of
sustain electrodes deposited on the front plate corresponds to a line of the display. Each address
electrode deposited on the back plate corresponds to a column of the display. A PDP cell is formed
at the intersection of a pair of sustain electrodes on the front plate, and an address electrode on the
back plate. Each PDP pixel consists of three adjacent cells.

Back plate
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at the intersection of electrodes on the front and back plates (Fig. 1.3).

The operation of the plasma display panel consists of two phases: the addressing phase,
and the sustaining phase. During the addressing phase, ‘scan’ pulses are applied successively
to each one of the parallel Y sustain electrodes, also known as scan electrodes. During the
application of the ‘scan’ pulse at a specific line of the display, ‘data’ pulses are applied only
to those address electrodes A which correspond to cells in that specific line which have to
be turned on (Fig. 1.3). The application of the ‘scan’ voltage pulse —Vgw and of the ‘data’
pulse Vp on the Y and A electrodes respectively results in an electric field E in the gap
between the two dielectrics sufficient to cause breakdown (Fig. 1.4a). The discharge results
in ionization and consequently production of positively and negatively charged particles,
ions and electrons. Positive and negative charges move under the influence of the applied
electric field in opposite directions and are deposited to the walls of the dielectric layers.
The electric field of the deposited surface charge opposes the electric field of the applied
voltage and the discharge is eventually quenched (Fig. 1.4b).

During the sustaining phase, sustain voltage pulses Vg are applied to the sustain elec-
trodes in all cells. The electric field produced by the applied voltage is by itself not enough to
cause breakdown. However, in those cells that have been previously addressed, the electric
field due to the applied voltage adds to the electric field induced by the deposited surface
charge, so that the total field is sufficient for breakdown (Fig. 1.4c). Positive and negative
charges are again produced through ionization and move in opposite directions, until the
electric field of the newly deposited surface charge opposes the electric field of the applied
voltage and the discharge is eventually quenched (Fig. 1.4d). However, on the next sustain
cycle the sustain pulse is applied to the other sustain electrode so that now the induced
electric field of the surface charge adds onto the field due to the voltage (Fig. 1.4e.) The
discharge is again eventually quenched (Fig. 1.4f), and the same process is repeated during
the sustaining phase.

PDP cells can operate only if the applied sustaining voltage Vg is held within certain
limits known as the minimum sustaining voltage Vgmin and the firing voltage V;. The
initial address pulses trigger a discharge between the A and Y electrodes. This discharge is
quenched by surface charges accumulated on the dielectrics. Subsequent sustain discharges
occur only in the addressed cells, since the sustain voltage Vg is below the breakdown voltage,
as discussed above. The minimum sustaining voltage Vsmin is defined as the minimum value

of V5 which leads to a steady sequence of sustaining discharges in an addressed cell [Shinoda
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data
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Figure 1.3 The two plates of the PDP are sealed together so that their electrodes are at right
angles (Fig. 1.2). Here we show the address electrodes A deposited on the back plate, and the
Y sustain electrodes deposited on the front plate. The X sustain electrodes are not shown. Each
pair of sustain electrodes, X and Y, corresponds to a line of the display. Each address electrode
A corresponds to a column of the display. During the addressing phase, a cell is turned ON by
applying ‘scan’ and ‘data’ pulses to the corresponding Y and A electrodes respectively.

et al., 2000]. The firing voltage V; is defined as the breakdown voltage in an unaddressed
cell. The sustaining voltage Vs must at all times be less than V¢ in order to avoid discharges
in cells which are not addressed. The voltage margin of the cell is thus defined as V¢ — Vgmin.
In real PDPs V; and Vgmin exhibit some statistical variation, since cells have slightly different
dimensions [Shinoda et al., 2000]. The voltage margin of the cell should therefore be as large
as possible to ensure reliable operation of the display.

In order to achieve color resolution, each TV field (with typical duration of 16.7ms)
is divided into subfields [e.g., Shinoda, 1998]. Each subfield consists of an addressing and
a sustaining phase. The duration of the sustaining phases in the different subfields are
proportional to powers of 2 so that each one of them corresponds to one bit of resolution.
Sustain frequencies are typically 50-350 kHz, so that a very large number of sustain pulses

occur during each TV field.
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1.3 Scientific contributions

The specific scientific contributions of this work can only be appreciated in the context of
the current state of PDP technology and related previous modeling work. As mentioned
above, the recent progress of PDP technology development has been remarkable. The major
remaining issues are the improvement of luminance and luminous efficiency, and the cost
reduction.

PDP cells are small (cell height is ~150um) and provide limited access for diagnos-
tic measurements. As a result, experimental studies of the transient plasma discharges in
PDPs are extremely difficult, and computer-based modeling is currently essential for un-
derstanding PDP physics and optimizing its operation [e.g., Yoon et al., 2001]. Computer
simulations are effective in identifying the basic properties of the discharge dynamics and
the dominant mechanisms of light emission. In addition, simulation models are usually
successful in predicting the effects on the performance of the device of variations in design
parameters, such as cell geometry, applied voltage waveforms, and gas mixture. Although
simulation results are usually in qualitative rather than quantitative agreement with exper-
imental display measurements, they are used very effectively to provide directions for future
PDP design.

Several PDP models have already been developed [e.g., Rauf and Kushner, 1999a; Punset
et al., 1998]. Simulation studies concerning the efficiency and the operating voltages of the
PDP cell were carried out [e.g., Rauf and Kushner, 1999b; Punset et al., 1999; Hagelaar
et al., 2001]. However, none of these works considered the effect of geometric cell design
parameters on the performance of the device.

In addition, several alternative designs have been proposed as a means to increase the
luminous efficiency of the PDP. These designs modified the arrangement of individual cells
of the display or the three-dimensional structure of the electrodes [Hashimoto et al., 2001;
Yoon et al., 2001]. Other methods were based on RF sustain pulses [Kang et al., 2000]
or different inert gas mixture composition [OQuersluizen et al., 2000]. However, the effect
of simpler two-dimensional variations of the PDP cell geometry on the performance of the
device was not investigated in detail, although limited studies of two-dimensional variations
have been carried out [Shin et al., 1999; Shon et al., 2001].

The specific scientific contributions of this work are:

1. The development of a fundamental kinetic model for inert gas mixtures used in plasma
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display panels and the determination of the dependence of electron excitation effi-

ciency on percentage Xe concentration [ Veronis et al., 2000].

. The development of a two-dimensional simulation model of a standard coplanar-
electrode plasma display panel cell and the quantitative investigation of the effect
of geometrical parameters on the operating voltages and the luminous efficiency of
the cell [Veronis and Inan, 2002a).

. The demonstration of the unavoidable trade-off between low operating voltages and

high luminous efficiency for the standard coplanar geometry [ Veronis and Inan, 2002a).

. The discovery of new cell geometry designs which provide for significantly (> 15%)
increased luminous efficiency without a corresponding increase in operating voltages

[Veronis and Inan, 2002b].



Chapter 2

Physics of collisional, low
temperature, partially ionized

plasmas

In this chapter, we discuss the basic physics of collisional, low temperature (T, ~ 1-10
eV, where T, is the electron temperature), partially ionized (n./N ~ 10°¢ — 1072, where
ne, N are the electron and neutral densities respectively) plasmas. These plasmas have
a variety of commercial applications including plasma displays, lamps, gas lasers, plasma
switches, and plasma processing of materials (etching and deposition) [e.g., Lieberman and
Lichtenberg, 1994]. An important feature of these plasmas is the fact that, due to the low
degree of ionization, electron collisions with neutrals dominate over collisions with ions or

other electrons.

2.1 The distribution function and the Boltzmann equation

In collisional, low temperature, partially ionized plasmas various different particle species
exist including charged (electrons, atomic and molecular ions) and neutral (excited atoms
and molecules) species. Each species is described by its own distribution function f(r,v,t)
in six-dimensional phase space, which is defined as follows: the quantity fdrdv is the number
of particles at time ¢ in a volume element dr around a point r with velocities between v

and v 4+ dv. The distribution function is a general microscopic description of the plasma.
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All macroscopic quantities of interest (e.g., flux, momentum, and energy) can be obtained

from f(r,v,t) by suitable ensemble averaging. Thus, for the particle density n(r,t) we have

_ / e, v, t)dv

and for the particle fluz T'(r,t) we have

I'(r,t) = n(r,t)u(r,t) = /vf(r,v,t)dv

where u(r,t) is the ensemble averaged particle velocity. In general, the macroscopic (en-

semble averaged) value X (r,t) of a physical property x(r,v,t) is given by

X(r,t) =< x(r,v,t) >:/X(r,v,t)f(r,v,t)dv//f(r,v,t)dv

where the symbol < > denotes averaging over velocity space.

The particle distribution function f(r,v,t) is governed by the Boltzmann equation

of F of
4 = (=L 2.1
ot tve Vf + V (mf) ( ot ) collisions ( )
where 5 P 9
VE X ey e
.9 .9 .0
V = Xa— + ya— BUZ

F is the external force acting on the particles, m is the particle mass, and (%

)collisions
is the time rate of change of the distribution function due to collisions. The Boltzmann
equation is a particle conservation equation in phase space [Raizer, 1997, p. 77].

In the plasma context, the primary force acting on the particles is the Lorentz force
F=¢(E+v xB)

where ¢ is the particle charge, and E, B are the electric and magnetic field respectively.
In this work, we do not consider magnetized plasmas (i.e., plasmas under the influence of
a static magnetic field) and we deal primarily with electrons having relatively low energies

(and hence low values of v) so that the magnetic field component of the force can be
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neglected and the Boltzmann equation (2.1) may be rewritten as

of qE (8f>
. _I_ V- vf + - . V'Uf = —_— (2.2)
ot m ot collisions

2.2 Collision cross sections

As mentioned above, in weakly ionized plasmas electron-neutral collisions dominate over
electron-ion and electron-electron collisions. Thus, in this work we only consider electron-
neutral collisions. Such collisions are generally classified as elastic or inelastic collisions (to
be defined later), the latter consisting of a wide variety of physical interaction processes
characteristic of the particular neutral constituents. A list of the processes for Ne-Xe mix-
tures is provided in Chapter 3. The probabilities of collisions are expressed in terms of
equivalent cross sections. For a specific collision process, the collision cross section o, is
defined as the number of particles scattered per unit time and per unit incident flux, in all
directions from the scattering center [Bittencourt, 1995, p. 576].

Collision cross sections are functions of the incident particle energy ¢, i.e., o, = o.(¢)
and can be either measured experimentally or calculated theoretically. Classical calculation
of cross sections requires knowledge of the interaction potential between the two colliding
particles. The classical treatment is valid (i.e., a quantum mechanical treatment is not
required) if the de Broglie wavelength of each particle is much smaller than the average
interparticle separation [Bittencourt, 1995, p. 576]. In all plasmas considered in this work,
the plasma density is low enough that this condition is easily satisfied. Figure 2.1 shows two
selected measured collision cross sections (namely the momentum transfer cross section oy,
and ionization cross section o;) for Ne and Xe as a function of electron energy [Siglo Series,
1998]. The complete solution of the Boltzmann equation (2.2) requires consideration of all
of the non negligible elastic and inelastic processes, as listed in Chapter 3 for the Ne-Xe
case.

Consider electrons incident from a given direction on a slab of area A and thickness
dz containing neutrals with density N (Figure 2.2) [Chen, 1977, p. 136]. The neutrals
are imagined to be opaque spheres with cross-sectional area o., so that every time an

electron passes within the area blocked by the neutral, an electron-neutral collision event is
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Figure 2.1 Selected collision cross sections for Ne and Xe as a function of electron energy. o, ne
and oy, xe are the momentum transfer collision cross sections for Ne and Xe respectively. o; ne and
0;,Xe are the electron impact ionization cross sections for Ne and Xe respectively.



2.2. COLLISION CROSS SECTIONS 13

considered to occur. The fraction of the area of the slab blocked by neutrals is
NAdzo./A = No.dz
so that the change with distance of the incident electron flux I' is given by
dl' = —-I'No.dx

so that we have
I'=Tyexp(—No.z) =Tyexp(—z/A;)

where A, is the mean free path for collisions

1

N —
¢ No.

After traveling a distance A., a particle will have had a probability of making a collision
equal to p. = 1 — exp(—1). The mean collision frequency (i.e., the occurrence rate of
collisions) is then given by

ve(v) =v/Ae = Noew

While the above expression is the velocity dependent collision frequency, the macroscopic
value of the collision frequency for a specific collision process is found by ensemble averaging

over the velocity space
<ve>= N <o.(e)v > (2.3)

Collisions can be divided into elastic and inelastic. As we will see in Section 2.3.2, the
energy loss of electrons in elastic collisions is very small compared with the loss in inelastic
collisions. Inelastic collisions include the processes of excitation of atoms and molecules, as
well as the creation (loss) of electrons as a result of ionization (recombination) processes
[e.g., Raizer, 1997, p. 52]. Although inelastic collisions are much less frequent than elastic
collisions, they are of special interest in all commercial applications of plasmas. Neutral
gases become partially ionized due to ionization processes. The formation of plasmas re-
quires production of positive ions and electrons through ionization which is usually achieved

either by applying an electric field or by directly heating the gas. Electrons with energies
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r—>

—dx —

Figure 2.2 Electrons incident on a slab containing neutrals with density N.

higher than the energy level of ionized atomic and molecular states have a finite proba-
bility of liberating an electron from an atom or molecule through an ionization collision.
Excitation of atoms and molecules is also of special interest in many applications. In the
case of gas displays, lamps, and lasers the useful radiation is due to certain excited atomic
or molecular states which emit photons. Electrons with energies higher than the energy
level of excited atomic and molecular states have a finite probability of exciting an atom or
molecule through an excitation collision.

Tonization processes have special importance in the context of the present work, in
both the formation and eventual quenching of the discharges that are the ultimate source
of luminosity. The highly nonlinear dependence of the ionization cross section on electron

energy presents the most important challenge in quantitative modeling of plasma discharges.

2.3 Solution for electrons in constant and uniform electric
field

The modeling of the electrodynamics in a plasma display panel cell involves the determi-
nation of the particle distribution function by solving (2.2). We first consider the case of

electrons in a constant and uniform electric field in a homogeneous medium [Raizer, 1997, p.
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v

df

(2) (b)

Figure 2.3 (a) Coordinate system for the solution of the Boltzmann equation in a constant and
uniform electric field: The electric field E = EZ defines a preferred direction. (b) Direction of the
electron velocity before (£2) and after (') an elastic collision. The probability of scattering from
one direction to another depends only on the scattering angle ¢ between them.

80]. The coordinate system is shown in Fig. 2.3a, with the electric field defining a preferred
direction. Due to symmetry the distribution function depends only on the angle § and not
on the angle ¢, so that we have f = f(v,0,t). Since we consider a homogeneous medium,

we also have V f = 0. In spherical coordinates we then have

VT T %00 T “Pysind 0

so that the Boltzmann equation (2.2) may be written as

of eE df  sin%0 af af
5 - . = (L 2.4
ot m [COS Ov * v 8(COS 9) ot collisions ( )

As mentioned above, collisions can be divided into elastic I(f) and inelastic Q(f)

of B
(E>collisions a I(f) * Q(f)

Although inelastic collisions are normally much less frequent than elastic collisions, they
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play a dominant role in the dynamics of weakly ionized plasmas due to the highly nonlinear
dependence of the cross sections on electron energy.

We neglect for the moment the energy loss in elastic collisions which is on the order of
m/M (where M is the mass of neutrals) [Raizer, 1997, p. 81] and assume that the neutrals
are at rest. This assumption amounts to assuming that the magnitude of their velocity (i.e.,
v) is conserved. Let g(v, 2, Q')dQY be the probability of a colliding electron (with velocity
magnitude v and initial direction €2) to change its direction to that within a solid angle d€

around a direction €'. We must then have

/ q(v, 2, 9)dQ =1

Since the probability of scattering from one direction to another depends only on the scat-

tering angle ¢ between them (Figure 2.3b), we also have
q(v, 2, 9Q2') = q(v, ¥, Q) = q(v,9)
The elastic collision term can now be expressed as
I1f (v, ,1)] = ve(v) /Q,[f(’vaﬂ',t) = f(v, 92, 2)]q(v, 9)de (2.5)

where v, (v) f (v, ¥, t)g(v,9) represents the number of electrons (per unit time) with velocity
magnitude v scattering from direction Q' to direction Q, while v.(v) f (v, €2,t)q(v,9) repre-
sents the number of electrons (again per unit time) with velocity magnitude v scattering
from direction € to direction Q'. In other words, the quantity I[f(v,2,t)] represents the
net increase per unit time in the number of electrons at the velocity space location (v, €2)

at time t. The inelastic collision term @Q(f) will be specified later, in Section 2.3.3.

2.3.1 Expansion of the distribution function into spherical harmonics

We observe that the collision term involves an integral of the distribution function so that
the Boltzmann equation (2.4) is a complicated integro-differential equation. One method

of solution of such an equation is the method of moments [Raizer, 1997, p. 83]. The
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distribution function f(v,#,t) is first expanded into a series of Legendre polynomials
o
F(©,0,t) = fu(v,1) Po(cos )
n=0

where P,(z) can be expressed as

1 d
- 2npl dzn

P () (a” = 1)"
Under most practical conditions, the anisotropy in the distribution function due to the
electric field is small enough so that only the first two terms have to be retained in the

expansion

f(v,0,t) ~ fo(v,t) + fi1(v,t) cos@

It can be shown [Raizer, 1997, p. 90] that the two-term series expansion is valid for f; < fj
or equivalently varift <€ Uthermal Where vgrift and Vtpermar are the electron drift and thermal
velocity respectively. These conditions are violated in exceptionally strong fields where the
energy gain of electrons from the electric field in one free path becomes comparable to the
excitation and ionization potentials of atoms (defined in Section 2.3.3).

For the distribution function of particle energy n(e,t), where e = mv?/2, defined by the
relation

n(e, t)de = vzdu/ﬂf(fu,ﬂ,t)dﬁ

we obtain
n(e, t)de = 4mv? fo (v, t)dv (2.6)

Due to symmetry, the electron flux points along the field and its magnitude is given by

4
=T 4=— v3 frdv
3 Jo
Thus, we observe that the electron energy distribution n(e,t) is associated with the sym-
metric part fo of f, while the electron flux is associated with f;.
In order to derive equations for the unknown functions f,(v,t) based on the method of

moments, we multiply the Boltzmann equation (2.4) with a Legendre polynomial and then

integrate over the solid angle €. In our case of the two-term approximation, it is sufficient
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to do this twice: first equation (2.4) is simply integrated over the solid angle Q, noting that
Py(cos ) = 1, and then (2.4) is multiplied by P (cos @) = cos 6 and integrated over 2. Upon
further manipulation we find [Raizer, 1997, p. 83]

Ofo _eE 1 o(v? f1)

ot~ m3er gn QU0 (2.7)
0 Ed
B R =) (2.8)

We note that in (2.7) @ is a function of only the symmetric part of f, since the effect of
inelastic collisions is generally independent of the direction of velocity [Raizer, 1997, p. 84].
In equation (2.8), vm(v) is the effective collision frequency for momentum transfer which
is found to be [Raizer, 1997, p. 84] vy (v) = ve(v)(1 — cos?). Here cos® is the mean
cosine of the scattering angle obtained by averaging cos? on the basis of the previously
introduced scattering probability g(v, ). Figure 2.1 shows the momentum transfer collision
cross sections oy, where vp,(e) = Noy,(¢)v, for Ne and Xe as a function of electron energy.
Momentum transfer collision cross sections can be measured experimentally and are related
to the total collision cross section through the relation oy, = o.(1 — cos?¥). The physical
meaning of the collision frequency for momentum transfer will be further discussed in Section
2.4.3.

We observe that equation (2.7) describes the temporal evolution of fj associated with the
electron energy distribution n(e,t). Since the mean fraction of energy that an electron loses
in an elastic collision is on the order of 2m /M, the electron energy distribution will reach
its steady-state value in a time on the order of v, !/(2m/M). Equation (2.8) implies that
f1 reaches its steady-state value in a time on the order of v,,!. In other words, f; reaches
its steady-state value in a time negligible in comparison with the relaxation time of the
electron energy distribution. Thus, equation (2.8) can be approximated by its steady-state

solution

f1=—E_Oh

T muy(v) Ov (2.9)

This approximation is violated in exceptionally strong fields where inelastic collisions are

as frequent as elastic collisions.
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By substituting (2.9) into (2.7) we obtain

O |10 [ eBNR o
ot v2 v

-J9 2.10
o |+ QU (2.10)
In order to derive the equation for the electron energy distribution n(e,t), we change to a

new independent variable ¢ = mv?/2 in (2.10) and use (2.6) to obtain

on 0J on
E—FE—Q, andJ——DEE—{—nU
2¢2F?2

D, =Ae, U=A/2, and A = (2.11)

3mup (v)
Thus, we observe that the electron energy distribution equation has the form of a continuity
equation in the one-dimensional energy space. The flux J in energy space includes a diffusion
term characterized by an energy dependent diffusion coefficient D, and a drift term with a
‘velocity’ U. The source term () is related to inelastic processes, and is discussed below in
Section 2.3.3.

2.3.2 Inclusion of elastic collision energy losses

The electron energy loss due to elastic collisions, which was initially neglected in the devel-
opment of elastic collision term I[f(v,€2,t)] in equation (2.5), can now be easily included
by adding a term Jg = nUq in the flux J [Raizer, 1997, p. 88]. Electrons slide downward
on the energy axis as a result of elastic collisions. The corresponding ‘velocity’ of downward
motion is

Ue = _Agel/'rc
where Agg is the electron energy loss in one collision and 7. = v, ! is the average time
between collisions. It will be shown in Section 2.4.3 that

Age = (2m/M)(1 — cos9)e (2.12)

so that

Ja = —(2m/M)vm(v)en, and J= —Dsg—:' +nU + Ja (2.13)
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Thus, the elastic energy loss which was initially neglected is now taken into account by

adding the flux Jg of ‘downward’ motion of electrons on the energy axis to the flux J.

2.3.3 Inelastic collision term

We are finally ready to complete the specification of the collision term in the Boltzmann
equation (2.4) by discussing the source term ) which is related to inelastic processes.
As mentioned before, inelastic processes include excitation and ionization of atoms and
molecules. Recombination processes have to be taken into account only if the recombination
frequency is comparable to the ionization and excitation frequencies. Such situations may
occur in plasma regions characterized by high charged species densities and weak electric
field. Excited and ionized states of atoms and molecules are characterized by excitation
and ionization potentials respectively. Atoms and molecules in their ground state can only
be excited (ionized) through inelastic collisions with electrons having an initial energy ¢
higher than the excitation (ionization) potential €exc (€ion). The energy loss of an electron
in an inelastic collision is approximately equal to the corresponding excitation (ionization)
potential. Based on the above, the source term ) can be easily specified [Raizer, 1997, p.

89]. The contribution to Q of a specific excitation process with excitation potential €exc is
Qexc[n(g, )] = n(e + excs t)Vexc (€ + Eexc) — N(€, ) Vexc (€) (2.14)

where Vexc(€) = Noexc(€)v is the excitation frequency of the process, gexc(€) is the cor-
responding excitation cross section, and vexc(€) = 0 if € < €exe. The first term in (2.14)
represents increase per unit time of the number of electrons with final energy ¢ (after expe-
riencing an excitation collision), while the second term represents decrease of the number
(per unit time) of electrons with initial energy ¢ which undergo an excitation collision.

In the case of ionization processes, the generation of secondary electrons must also
be considered. An electron with initial energy &’ which experiences an ionizing collision,
expends an energy equal to the ionization potential ejon, on liberating an electron from
an atom. The remaining energy, & — €jon, is divided between the primary and secondary
electrons. Let ®(¢’,¢)de be the probability of the energy of the secondary electron to be
between € and € + de ( fogl_gi"“ ®(c’,e)de = 1). The contribution to Q of the ionization
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process is then given by

o0

Qion[n(e,t)] = / n(e', t)vion (') [® (€', €) + ® (€', €' — €ion — €)]de’ — n(e, t)Vion (€)

€+€ion

(2.15)

where vion(e) = Nojon(€)v is the ionization frequency of the process, ogion(€) is the corre-
sponding ionization cross section, and vion(e) = 0 if € < €jon. The first term, represents
increase in the number (per unit time) of secondary electrons with energy e created by
ionization collisions, and by primary electrons with final energy ¢ after experiencing an
ionization collision. As in the excitation case, the second term represents the decrease in
the number (per unit time) of electrons with initial energy & which undergo an ionization
collision.

As we will see in Chapter 3, several excitation and ionization processes have to be
considered for inert gas mixtures typically used in plasma display panels. Table 3.1 gives a

list of excitation and ionization processes for the case of a Ne-Xe mixture.

2.3.4 Methods of solution - ELENDIF

In conclusion, under conditions of low degree of ionization and small anisotropy in the
distribution function, the Boltzmann equation (2.2) for electrons in a constant electric field

reduces to

on 0J on
s + % = @, where J= —Dg% +nU + Jg (2.16)

Equations (2.11), (2.13), (2.14), and (2.15) suggest that for the solution of (2.16), knowledge
of the momentum transfer cross sections o, as well as of the excitation oey. and ionization
Tion Cross sections is required. In addition, ®(¢’, €) has to be specified in order to correctly
include the effect on the distribution function of secondary electrons created through ion-
ization. Equation (2.16) can be solved analytically in only very few cases. It can be shown
[Raizer, 1997, p. 96] that if inelastic collisions are neglected and the momentum transfer
collision frequency vy, (¢) is assumed to be energy independent, the distribution function is
Maxwellian. If, instead of vy, (g), the momentum transfer cross section o,,(¢) is assumed to
be energy independent, the so-called Druyvesteyn’s distribution is obtained [Raizer, 1997,

p. 97]. In virtually all other cases of interest, equation (2.16) can only be solved numerically.
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Figure 2.4 Calculated electron energy distribution functions for a 4%Xe-Ne mixture for
E/N =100, 200 Td. The vertical axis shows the quantity e !/2n(e)/n., which in the semiloga-
rithmic plot shown here would be a straight line for the case of a Maxwellian distribution function.

ELENDIF [Morgan and Penetrate, 1990] is a publicly available computer code which
numerically solves the Boltzmann equation (2.16) and calculates the temporal evolution of
the electron energy distribution function for a specific gas mixture under the influence of
a constant and spatially uniform electric field. The solution is based on the formulation
presented in Section 2.3. The cross sections o, Gexc, and ojon and the function ®(¢', €) have
to be specified as a function of energy for each gas. In Figure 2.4 we show the calculated
electron energy distribution functions for a 4%Xe-Ne mixture for £/N =100, 200 Td, where
1 Townsend (Td) = 10717 V - cm?. The ratio of the applied electric field to the neutral gas
density E/N is usually called the reduced electric field. It is easy to note by dividing
equation (2.16) by N that n(e,t, E,N) = n(Nt,e, E/N) and consequently n(e, 00, E,N) =
n(e, E/N). These relations imply that the steady-state distribution function depends only
on the reduced electric field E//N for a specific gas mixture [Raizer, 1997, p. 94]. Once the
electron energy distribution function is calculated, macroscopic collision frequencies can be
found by averaging over the velocity space, as in (2.3). In Figure 2.5 we show calculated
macroscopic collision frequencies in a 4%Xe-Ne mixture as a function of the reduced electric

field. We note that, since the steady-state distribution function depends only on the reduced
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Figure 2.5 Calculated macroscopic collision frequencies for a 4%Xe-Ne mixture. Here "% and

"—A’,“" are the reduced frequencies of electron impact ionization of Ne and Xe atoms respectively,
while 27X and X< are the reduced frequencies of electron impact excitation of Xe atoms into the
metastable and the resonant excited state respectively. The complete list of excited states considered

in this dissertation will be given in Chapter 3 (Table 3.1).

electric field F/N, (2.3) implies that

=< oe(e)v >= f (§> (2.17)

2.4 Solution in time-dependent, non-uniform electric field

In most practical cases of collisional, low temperature, partially ionized plasmas the electric
field is neither constant nor uniform. For example, in the case of a plasma display panel cell,
the electric field resulting from voltages applied to the sustain electrodes is in fact highly
non-uniform. In addition, during the discharge the electric field is further distorted due to
space charge effects. The transient nature of the discharge implies that the electric field
is also time-dependent. Thus, in most practical cases the Boltzmann equation has to be
solved for time-dependent, non-uniform electric fields. Given the baseline fundamental un-
derstanding of electron transport based in solutions of the Boltzmann equation in constant

and uniform electric fields, two different methodologies have evolved for plasma models.
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The so-called kinetic models use temporally and spatially dependent solutions of Boltz-
mann’s equation which produce energy distribution functions either directly or statistically.
In the first case [e.g., Sommerer et al., 1991], the solution is based on direct integration of
the Boltzmann equation, while in the second case [e.g., Birdsall, 1991] (particle-in-cell and
Monte Carlo codes) the positions and velocities of a large number of particles are followed
and distribution functions are obtained by statistically averaging over the particles. On
the other hand, the so-called fluid methods [e.g., Boeuf, 1987] are based on solution of the
moments of the Boltzmann equation. Kinetic models provide the most detail and are least
dependent on a-priori assumptions. However, they are computationally intensive.

In this work, we mainly use the fluid approach. However, the Boltzmann kinetic code
ELENDIF [Morgan and Penetrate, 1990] is used to determine the electron impact reaction
rates and transport coefficients. For each species in the plasma, the spatial and temporal
variations of the density are calculated by solving a fluid equation. In other words, the
model used in this work is a multifluid kinetic model.

One of the major goals of this work is the investigation of the effect of cell geometry
design on the performance of the plasma display panel cell. The effect of cell design param-
eters, such as electrode shape, can only be studied using two- or three- dimensional models.
Purely kinetic models, which solve either directly or statistically the full Boltzmann equa-
tion, are extremely expensive computationally, so that extensive two- or three- dimensional
studies are practically not feasible with current computers. Fluid models, which only solve
moments of the Boltzmann equation, enable extensive studies of geometry effects in two and
three dimensions. Although they are less accurate, they have proven to be an important
tool in plasma display panel design [e.g., Yoon et al., 2001]. They are usually successful in
predicting the effects on the performance of the device of variations in design parameters,
such as cell geometry, applied voltage waveforms, and gas mixture. We therefore chose to
mainly use the fluid approach which is more appropriate for our purposes.

As mentioned above, a kinetic model (ELENDIF) is used in our multifluid model to
determine the electron impact reaction rates and transport coefficients. In this approach,
reaction rates and transport coefficients are determined using the local (in space and time)
electric field or electron mean energy. The main assumption that enables this approach
is that the time required for the establishment of the steady-state distribution function is
negligible in comparison with the time scales of variation of the electric field. In addition,

as electrons drift in the field, the length required for the establishment of the steady-state
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distribution is assumed to be negligible in comparison with the length scales of variation
of the electric field. The first assumption is well justified, since the energy relaxation times
calculated by ELENDIF are much smaller than the time scales of interest. The second
assumption is justified in most cases with the exception of the cathode layer region during
the discharge [Raizer, 1997, p. 92]. Although our approach is therefore expected to be less
accurate in the cathode region during the discharge, it is appropriate for our purposes for
the reasons detailed in the previous paragragh.

In the remainder of this chapter we will focus on fluid models. Our discussion in this
section applies to all particle species which are present in plasmas and is not limited to

electrons.

2.4.1 General transport equation

As mentioned above, macroscopic values of physical properties of the plasma, such as mo-
mentum and energy, are obtained by averaging over the velocity space of the particle dis-
tribution function. In other words, the macroscopic value X(r,t) of a velocity dependent
quantity x(v) is obtained by multiplying the distribution function f(r,v,¢) by x(v) and
then integrating over the velocity space. In a similar way, the equations governing the tem-
poral and spatial variation of X (r,¢) are obtained by multiplying the Boltzmann equation

(2.2) by x(v) and integrating over velocity space

of A _/ of
/X(?t dv+/xv Vfdv+/xm Vofdv= [ x (at>coui8i0nsdv (2.18)

It can be shown [Bittencourt, 1995, p. 194] that (2.18) reduces to

] qE of
—(n<x>)+V-(n<Xv>)—n<—-V,,x>:/x(—> dv (2.19)
ot m ot collisions

where n is the particle density.

2.4.2 Continuity equation

Since n(r,t) = [ f(r,v,t)dv, the equation governing the spatial and temporal variations
of the particle density n(r,t) is obtained for x(v) = 1. In other words, the zeroth order
moment of the Boltzmann equation is the particle conservation equation, also known as the

continuity equation. It is easy to show [Bittencourt, 1995, p. 197] that for x(v) =1 (2.19)
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becomes
0
v (nu) =S (2:20)
ot
where u is the average particle velocity and S = [ (%) L dv represents the rate of
collisions

change of the particle density due to collisions. The particle density can only change due
to collisions through inelastic processes that result in particle production or loss. In the
case of electrons, ionization processes lead to electron production, while recombination and

attachment processes lead to electron loss. In general, if we consider the reaction
A+B—C+D
then the rate of production of particles C and D and loss of particles A and B is
S = knang

where k is the corresponding reaction rate. Similarly the frequency of loss of particles A
(or B) is v = knp (or v = kna). In the case of heavy particle reactions, reaction rates
are usually well approximated by a constant value. On the other hand, as mentioned
above, calculation of macroscopic electron impact reaction rates requires averaging over the
velocity space using the distribution function. Since the distribution function f(r,v,t) is
not directly calculated in fluid models, approximate methods have to be employed for the
calculation of electron impact reaction rates. The methods most commonly used in fluid

models of plasmas will be discussed in Chapter 3 (Section 3.1.1).

2.4.3 Momentum transport equation

The equation governing the spatial and temporal variations of momentum, known as the
momentum transport equation or more simply the equation of motion, is obtained for
x(v) = mv. Particle velocity v can be expressed as v = u + w, where u is the average
velocity and w is the random velocity with < w >= 0. It can be shown [Bittencourt, 1995,

p. 200] that for x(v) = mv equation (2.19) becomes

nm [%_?+(U-V)u] =ngE -V -P+A—muS (2.21)
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where P is the pressure dyad given by P = nm < ww > and A = [ mv (%>collisions dv
represents the rate of change of momentum density due to collisions.

The pressure dyad is a tensor of rank 2 that is usually denoted as a 3 x 3 matrix.
Nondiagonal terms of the pressure tensor P, such as Py, = nm < wyw, >, are associated
with viscosity effects and shear stresses and are relatively unimportant for most plasmas
[Bittencourt, 1995, p. 202]. Furthermore, the distribution of random velocities is isotropic,
so that the diagonal terms of P are all equal to the scalar kinetic pressure defined as
p= %nm < w?+ wz + w? >. For isotropic distribution of random velocities p = nkpT,
where kp is the Boltzmann constant and 7T is the particle temperature defined by the
relation %kBT = %m < w? >. (The distribution of random velocities can be anisotropic in
magnetized plasmas, which are not considered in this dissertation). Under these conditions,

we have
V-P = Vp=V(nkgT) ~ kgTVn (2.22)

where we have neglected the term proportional to VT'. In collisional plasmas gradients in
temperature are usually negligible in comparison with gradients in density. For example, as
we shall see in the following chapters, electron density may vary by more than two orders
of magnitude over distances of a few microns in typical plasma display panel cells (e.g., Fig.
3.5e), while similar steep variations are never observed in electron temperature due to the
high collisional losses at high energies.

As we mentioned above, collisions with neutral species dominate in partially ionized
plasmas, so that collisions between charged species (electron-electron, electron-ion, ion-ion)
can be neglected. The rate of change of momentum density due to collisions A is the effective
friction force per unit volume acting on particles as a result of collisions with neutrals. The

effective friction force for a single particle is
Ffriction = ’ITLAV/TC

where Av is the mean change in velocity due to collisions, and 7. is the mean time between
collisions. If v is the velocity before the collision, and v/ is the velocity after the collision,
we can decompose Av into components parallel and perpendicular to the initial velocity v
so that
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Due to symmetry Av; = 0. In the case of electrons, we have m < M so that the magnitude

of the particle velocity v is almost unchanged under elastic collisions so that
Av = Av) = v_|"—v = —v(1 —cos )

where cos ¥ is the mean cosine of the scattering angle obtained by averaging cos® on the

basis of the previously introduced scattering probability ¢(v,d). Thus, we obtain
Firiction = —mvev(l — cosd) = —mypv, A =—mn <vpv >~ —mn<vy, >u (2.23)

In addition, since the neutrals are assumed to be originally at rest, the energy gain of the
neutrals, which is equal to the electron energy loss is given by [Raizer, 1997, p. 16]

(mAv)2  m?——  m?

Aenent = Age = - m(v’ —v)? = ﬁ’l]Q(l — cos 1)

and we have thus derived equation (2.12). This elementary analysis of electron collision
dynamics further clarifies the physical meaning of the collision frequency for momentum
transfer v, which was introduced in Section 2.3.1. A similar relation for A is obtained for
other particle species with the difference that the particle mass m has to be substituted by
the reduced mass mM/(m + M) [Raizer, 1997, p. 24]. In the case of electrons, these two
quantities are almost equal.

The last term on the right hand side of equation (2.21) accounts for the additional
momentum change due to particle production or loss. Note that S =< v > n, where
Vinel 18 the net frequency of particle production through inelastic collisions' . As mentioned
above, inelastic collisions are much less frequent than elastic collisions, so that <vje > <K
<V, >, and the muS term can be neglected, since it is too small compared to A.

The second term on the left hand side of (2.21) represents the change in u which comes
about from the fact that a fluid element moves in a region of different u. As mentioned
above, our interest in this dissertation is focused on collisional plasmas, in particular the
plasma display panel cell, where the collision frequency is relatively high due to the high
neutral gas pressure, which is close to the atmospheric pressure. In such plasmas the change

in u due to collisions, represented in equation (2.21) by A, is generally much more significant

1Tn the case of electrons, Vinel = Vion — Vrec, Where Vion and vrec are the total ionization and recombination
frequencies respectively.
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than the change due to fluid motion in regions of different u, so that the second term on
the left hand side of (2.21) can be neglected. In other words, the mean free path is much
smaller than the length scales of variation of the electric field (and consequently of the mean
velocity). In addition, under high gas pressure conditions, the mean time between collisions
is much smaller than the time scales of variation of the electric field, so that we can assume
that a steady state is established immediately after any variation in the electric field and
neglect the first term on the left hand side of (2.21). In other words, the collision frequency
is so high that the time required for a fluid element to reach its steady-state u is too small
compared with the time scales of variation of the electric field and can thus be neglected.

Setting the left hand side of equation (2.21) to zero, neglecting muS, and using (2.22)
and (2.23) we obtain

ngE —kpTVn —mn < vy, >u=0 (2.24)

or equivalently

q E kBT
m<Vpy > m<Vpy >

F'=nu=n Vn = sgn(q)nuE — DVn (2.25)

where 4 = | ¢ | /(m <wy, >) is the particle mobility, and D = kgT'/(m < vy, >) is the particle
diffusion coefficient. Thus, in highly collisional plasmas particle fluxes consist of a drift
component due to the electric field and a diffusion component due to density gradients.
Equation (2.25) is known as the ‘drift-diffusion approximation’ to the momentum equation.
As mentioned above, the macroscopic value of the collision frequency for momentum transfer
in the case of electrons is obtained by averaging over the velocity space of the distribution
function. Since the distribution function f(r,v,t) is not directly calculated in fluid models,
approximate methods have to be employed for the calculation of the electron mobility and
the electron diffusion coefficient. These methods are discussed in Chapter 3 (Section 3.1.1).

We also note that (2.17) implies that

UN = f (%) (2.26)

2.4.4 Energy transport equation

The equation governing the spatial and temporal variations of energy, known as the energy

transport equation or the energy conservation equation, is obtained for x(v) = muv?/2.
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We focus our attention on the energy equation for electrons. The temperature of ions and
other heavy excited neutral particles is close to the ambient neutral gas temperature. Thus,
temperatures of heavy particles are well approximated by a constant value so that their
energy equations do not have to be explicitly solved. It can be shown [Bittencourt, 1995, p.

204] that for x(v) = mv?/2 equation (2.19) becomes

(%-I—u-V)(%p)—k%pV-u—k(ﬁ-V)-u+V-q:M—u-A+émqu (2.27)

1 of

where q is the heat flux vector given by q = gnm < w?w>and M = [ %mv2 (E dv

)collisions
represents the rate of change of energy density due to collisions.
Using the same reasoning as in the momentum equation, the pressure dyad P can be

simplified to the scalar kinetic pressure p so that

(P-V)-u=pV-u (2.28)

In addition, since <vje1 > K <vp >, the Zmu®S term is small compared to u- A and can
be neglected.

As mentioned above, the electron energy loss due to elastic collisions is small compared
to inelastic losses and can be neglected to first order? . We also note that the energy loss of
an electron in an inelastic collision is approximately equal to the corresponding excitation
or ionization potential (Section 2.3.3). Thus, the rate of change of electron energy density

due to collisions will be

M= —n, Z <y > € (2.29)
i
where n. is the electron density and the summation is over all of the electron impact
reactions with occurrence frequency < v; >, with ¢; being the corresponding excitation or
ionization potential.
We note here that derivation of higher moments of the Boltzmann equation always
results in more unknown variables than independent equations [Bittencourt, 1995, p. 194].

In other words, any finite set of moment equations is insufficient to constitute a closed system

*For example the ionization potential of Xenon is €ion,xe ~12.1eV. Thus, electrons with energy & >12.1eV
lose ~12.1eV in ionizing collisions with Xe atoms, while they lose only Age ~ (2m/Mxe)e ~ 8 x 1078 in
elastic collisions.
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of equations. For example, the unknown mean velocity u is introduced in deriving the
particle conservation equation. In addition, the unknown pressure dyad P (or more simply
the unknown scalar pressure p = nkgT in the case of non viscous plasmas with isotropic
velocity distributions) is introduced upon deriving the momentum conservation equation.
Similarly, the unknown heat flux vector q is introduced in deriving the energy equation,
and it would be required to solve a higher order moment of the Boltzmann equation in
order to determine q. Thus, it is obvious that separate physical assumptions have to be
used in order to ‘close’ a system of finite set of moment equations. As mentioned above, for
the case of heavy particle species, the kinetic temperature is approximated by the ambient
gas temperature, so that the system of the first two moments of the Boltzmann equation is
‘closed’. In the case of electrons, it is obvious that a different approximation has to be used
for the heat flux vector q. The approximation most commonly used [Bittencourt, 1995, p.

208], which is derived from thermodynamics, is
q=—AVT (2.30)

where ) is the thermal conductivity, in units of W/(m - K), related to the diffusion coefficient
D through the relation A = %anD [Raizer, 1997, p. 34]. Using this approximation, the
system of the first three moments of the Boltzmann equation (particle, momentum, and
energy equation) is ‘closed’ for electrons.

Neglecting the last term on the right hand side of (2.27), and using equations (2.28),
(2.29), and (2.30) as well as the drift-diffusion approximation (2.24) we obtain

ong
ot

+V-T.=5; (2.31)
where n. = n,€ is the electron energy density, € = %k BT is the electron mean energy, and

) 5
I. = _gns,U/eE - gDevns

Se=—eTe-E—ne» <vi>e (2.32)
%

where T'; is the electron energy flux, and S; is the electron energy source term. In (2.32)

the first term on the right-hand side represents electron heating by the electric field, while
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the second term accounts for the electron energy losses due to inelastic collisions.
In the remainder of this dissertation macroscopic values of collision frequencies, obtained

by averaging over the velocity space, are simply denoted as v, (instead of < v, >).



Chapter 3

Multifluid model of plasma display

panel cell

In this chapter, we describe the multifluid model of the plasma display panel cell used in this
work. We also provide a definition of the luminous efficiency and other related quantities.
Finally, we briefly describe the one- and two- dimensional discharge dynamics, calculated
using the multifluid PDP cell model.

3.1 Description of the model

The dynamics of the PDP plasma are described using a two-dimensional multifluid model.
For each species s, the spatial and temporal variations of the density are calculated by

solving the continuity equation (2.20)

ong
ot

+V-T, =85, (3.1)

where ng is the number density, I'; is the particle flux, and S is the source term determined
by the particle production and loss processes for species s. We consider electrons, atomic
(Net,Xe") and molecular (Nej , Xes , NeXe™) ions, and atomic (Nef,, (sum of the Ne*(3Py),
Ne*(3Py) states), Xe* (3Py), Xe* (3Py), Xe** (sum of the 65, 6p, 5d, 7s states)) and molecular
(Xe3(0F), Xes (321F), Xes (1)) excited species for a Ne-Xe mixture. For each one of the
above charged and neutral species the corresponding continuity equation (3.1) is solved. In

the case of other inert gas mixtures, such as He-Xe and Ne-Xe-Ar, the corresponding species

33
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are considered. Since the gas pressure in typical PDP conditions is high (~500 Torr), we use
the drift-diffusion equation (2.25) as an approximation to the momentum equation (2.21),

ie.,
I'; = sgn(gs)nspusE — D;Vng (3.2)

where ¢, is the particle charge, i is the particle mobility, E is the electric field, and Dy is
the particle diffusion coefficient!.
The electric field within the cell is self-consistently calculated by solving Poisson’s equa-

tion
V- (eE) = quns (3.3)

where ¢ is the dielectric permittivity, equal to g within the plasma. We note that, given
the dimensions of the PDP cell (~150pm), delay times due to electromagnetic propagation
(< 1 ps) are negligible compared to the time scales of interest in discharge dynamics (>
1 ns). Thus, a quasi-static solution suffices and there is no need to solve the full set of

Maxwell’s equations.

3.1.1 Reaction rates and transport coefficients

As mentioned in Sections 2.4.2 and 2.4.3, the distribution function f(r,v,t) is not directly
calculated in fluid models, and approximate methods have to be employed for the calculation
of electron impact reaction rates, and transport coefficients (mobility and diffusion). In our
model, electron impact reaction rates and transport coefficients are assumed to be functions
of the electron mean energy, which is determined by solving the electron energy equation
(2.31).

Several recent PDP models [Meunier et al., 1995; Punset et al., 1998; Veerasingam et
al., 1995; Veerasingam et al., 1996] have used the so-called local field approximation to
calculate electron impact reaction rates and transport coefficients instead of (2.31). In
these models, rates and transport coefficients are presumed to be functions of the local
reduced electric field E/N. The local field approximation does not take into account the

electron energy redistribution due to thermal conduction and convection as described by the

'sgn(z) = «/|z| if £ #0, 0 otherwise
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electron energy flux I'; in (2.31). In addition, local field approximation models often use an
effective electric field, calculated with additional approximations, instead of the exact local
electric field [Punset et al., 1998]. Additional approximations are not required when the
electron energy equation (2.31) is used. A more detailed comparison of the two methods
presented at the end of Section 5.2.2 shows that the local field approximation introduces
substantial error in the results when used instead of the electron energy equation. For these
reasons it is more appropriate to use the electron energy equation instead of the local field
approximation for calculation of electron impact reaction rates and transport coefficients.
As in Rauf and Kushner [1999a], constant values at a given pressure are used for the
transport coefficients of ions and neutral species, so that their energy equations do not have

to be solved.

3.1.2 Kinetic scheme

The electron impact ionization and excitation frequencies as well as the electron mobility are
determined using the Boltzmann code ELENDIF [Morgan and Penetrate, 1990], which cal-
culates the electron energy distribution function under uniform electric fields (Section 2.3.4).
Once the electron mean energy is calculated using (2.31), the solution of the Boltzmann
equation obtained by ELENDIF is used to determine ionization and excitation frequencies
as well as electron mobility. Electron-atom elastic and inelastic collision cross sections for
Ne, He, Xe and Ar are taken from the SIGLO Series [1998]. Ion mobilities were obtained
from Ellis et al. [1976; 1978; 1984] and Blanc’s law [Blanc, 1908] was used to calculate ion
mobilities in gas mixtures. Rate coefficients for Penning ionization, dimer ions formation,
charge exchange, recombination, and neutral kinetics reactions as well as excited species
lifetimes are taken from Meunier et al., [1995]. Table 3.1 shows the electron impact reaction
processes included in the multifluid PDP cell model for a Ne-Xe mixture, while Tables 3.2
and 3.3 show all other processes included as well as their corresponding rate coefficients.
As in Meunier et al. [1995], a Holstein escape factor gy [Holstein, 1947; 1951] is used to
describe the lengthening of the apparent lifetime of the resonant state Xe*(*Py) due to
radiation trapping, and the resonance radiation (at 147nm) is assumed to be optically thin

[Straaten and Kushner, 2000]. The escape factor is given by [Meunier et al., 1995]

"= (3.4

W?;\—ZD)lﬂ
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Electron impact reaction process

Neon excitation
e +Ne — e + Ne*
e +Ne — e + Ne*
e +Ne — e + Ne*
e +Ne — e + Ne*
e +Ne — e + Ne*
e + Ne — e + Ne*
Neon ionization
e +Ne — 2e + Ne™
Xenon excitation
e + Xe — e+ Xe*(1s5)
e+ Xe — e+ Xe*(1s4)
e + Xe — e + Xe*(1s3 + 1s2 + 2p)
“(
“(
"(

1s5 +—1Sg)
1S4)

1S2)

2p)

2s + 3d)
3p)

A~ N AN AN A~/

e+ Xe — e + Xe*(2s + 3d)
e + Xe — e + Xe*(2p)
e+Xe— e+ Xe*(3<n<9)
Xenon ionization

e+ Xe — 2e + Xe™

Table 3.1 Processes included in the multifluid PDP cell model: Electron impact reactions. The
rate coefficients for electron impact reactions are calculated by the Boltzmann code [Morgan and
Penetrate, 1990] (Section 2.3.4). Note that the Ne composite excited state Ne*(1ss + 1s3) or equiv-
alently Ne*(3Py + 3P3) is denoted as Ne}, in this dissertation. Also the Xe excited states Xe*(1ss)
(metastable state) and Xe*(1s4) (resonant state) are denoted as Xe* (*P5) and Xe* (*P;) respectively.
Finally, the Xe excited states Xe*(1s3 + 1s2 + 2p), Xe*(2s + 3d), and Xe*(2p’) are denoted as a single
composite excited state Xe**. In the model, continuity equations are solved for the Ne? , Xe*(3P3),
Xe*(®*Py), and Xe** atomic excited states (Section 3.1). Continuity equations are not solved for the
rest of the Xe and Ne atomic excited states shown above (e.g., Xe*(3<n<9)) either because they
are not of direct interest or because of lack of data concerning their reaction rates. However, the
effect of the corresponding excitation mechanisms shown above on the electron energy distribution
function is taken into account.
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Process Rate coeflicient

Penning ionization

Nef, + Xe — Ne + Xet + e 7.5 x 107 tem3s™!
Ne, + Xe —» NeXet + e 2.3 x 107 Hem3s™!
Dimer ions formation

Net + 2Ne — Nej + Ne 4.4 x 10732cmbs 1
Net + Xe + Ne — NeXet + Ne 1.0 x 10 3lcmbs—!
XeT + 2Ne — NeXe™ + Ne 1.0 x 1073t cm®s™1
Xet + 2Xe — Xey + Xe 2.5 x 10 3lembs !

Xet + Xe + Ne — Xej + Ne 1.5 x 103t cmbs !
Charge exchange
Ne;' + Xe + Ne —» Xet + 3Ne 4.0 x 1073%cmbs!

NeXet + Xe — Xej + Ne 5.0 x 10~ 2cm3s 1
NeXet + Xe — Xet + Ne+ Xe 5.0 x 10 %cm3s™!
Recombination

Nej + e — Ne* + Ne 3.7 x 10787, 08¢cm3s~!
Xes + e — Xe™ + Xe 2.0 x 10777, 95cm3s 1
NeXet + e — Xe** 4+ Ne 8.0 x 10787, 95¢m3s 1

Table 3.2 Processes included in the multifluid PDP cell model: Penning ionization, dimer ions for-
mation, charge exchange, recombination. T is the self-consistently calculated electron temperature
in eV.

where \g =147nm is the emission wavelength and D is the distance between the dielectric

layers. Electron and ion diffusion coefficients are determined using the Einstein relation

D, _ kgT,

s €

where kp is the Boltzmann constant, 7 is the particle temperature and e is the elementary

charge. The ion temperature is assumed to be equal to the gas temperature.

3.1.3 Photon transport

In order to calculate the visible light output of the PDP cell, we implement a radiation
transport model, similar to the one described in Rauf and Kushner [1999a]. The source

functions for UV photons are computed by the plasma dynamics fluid model, since UV



38 CHAPTER 3. MODEL OF PLASMA DISPLAY PANEL CELL

Process Rate coefficient

Neutral kinetics

Xe** + Ne — Xe*(3P9,3 P1) + Ne 2.0 x 107 2cm3s1
Xe** + Xe — Xe*(3Pg,2 Py) + Xe 1.0 x 107 %cm3s~!
Xe*(3P;) + Ne — Xe*(®Pg) + Ne 3.11 x 10~ cm3s~!
Xe*(3P3) + Ne — Xe*(3Py) + Ne 1.62 x 10~ 1%cm3s 1
Xe*(*P1) + Xe — Xe*(3P3) + Xe 2.18 x 10~ *cm3s !
Xe*(*Pg) + Xe — Xe*(3P;) + Xe 1.26 x 10~ 6cm3s~!

>

0) + Xe 1.55 x 1073 cmbs~!

(
(o) + Xe 8.53 x 10732cmbs 1

o

(°P2)
(°P1)
(°P2)
e*(°P1) + 2Xe — Xej
e*(°Pa) + 2Xe — Xej
(°P1)
(°P2)

Xe*(3P1) + Xe + Ne — Xe(Of) + Ne  4.07 x 10732cmCs~!
Xe*(3Py) + Xe + Ne — Xes(3SF) + Ne  1.35 x 10732cmbs !
Xes(07) + Xe — Xes(135F) + Xe 2.6 x 10~ 0¢cm3s~!
Spontaneous emission

Xe** — Xe*(3Py,2 Py) + hv 3.0 x 107s7!
Xe*(*P1) — Xe + hv (147nm) 3.33gu x 108s71
Xes(18F) — 2Xe + hv (173nm) 1.66 x 108s !
Xes(38F) — 2Xe + hv (173nm) 1.0 x 107s71
Xe5(0f) — 2Xe + hv (150nm) 5.0 x 1081

Table 3.3 Processes included in the multifluid PDP cell model: Neutral kinetics, spontaneous
emission. In the second spontaneous emission reaction, gy is a Holstein escape factor given by
equation (3.4).
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Figure 3.1 Schematic of the PDP cell model. The various modules of the model are shown as
well as the interactions between them.

production occurs as a result of the spontaneous emission processes listed in Table 3.3,
which are included among the inelastic processes accounted for in our model. We assume
that UV photons are emitted isotropically, and calculate their fluxes on the phosphor surface
using ray-tracing techniques. A unity UV-to-visible conversion efficiency is assumed for the
phosphor. The fluxes of visible photons on the output window are also calculated using
ray-tracing techniques, assuming Lambertian emission from the phosphor surface.

A schematic of the model is shown in Figure 3.1. The various modules of the model,
which have been described above, are shown as well as the interactions between them. The
spatial and temporal variations of particle densities are calculated by solving the continuity
equations (3.1). A Poisson solver (3.3) is coupled to the continuity equations, so that
the electric field E is self-consistently calculated. The solution of continuity equations (3.1)
also requires knowledge of the various reaction rates and transport coefficients involved. For
heavy charged and neutral particles, reaction rates and transport coefficients are usually
approximated by constants at a given pressure (Section 3.1.1). In the case of electrons,

once the mean energy is calculated by the electron energy equation (2.31), reaction rates
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Figure 3.2 Model geometries of a PDP cell used in the simulations. (a) One-dimensional model
(b) Two-dimensional model of a standard coplanar-electrode PDP cell.

and transport coefficients are calculated using the Boltzmann solver ELENDIF [Morgan
and Penetrate, 1990]. Finally, once the sources of UV emission are calculated, the photon

transport and phosphor emission module is used to calculate the visible output.

3.1.4 Cell geometries and boundary conditions

The one-dimensional model geometry of the PDP cell is shown in Figure 3.2a. It consists
of two electrodes, separated from the gas by dielectric layers. MgQO layers are deposited on
the dielectric films. The two-dimensional geometry of the PDP cell is shown in Figure 3.2b.
In our studies we focus on the coplanar-electrode PDP design. The cell consists of two
sustain electrodes, X and Y, separated from the gas by a dielectric layer. An MgO layer
is deposited on the dielectric film. The bottom of the cell consists of the address electrode
A separated from the gas by a dielectric layer with a phosphor layer on top. The output
window of the device is taken to be the top side of the upper dielectric layer, noting that
the sustain electrodes are transparent.

Particle fluxes at the dielectric wall boundaries include a drift term and a thermal flux
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term [Meunier et al., 1995]

NsUth,s

; (3.5)

[s = assgn(gs)nsps B+ ———

where «; is equal to 1 if the particle drift flux is directed towards the wall, and to 0
otherwise. The inclusion of a; in the first term of (3.5) physically expresses the fact that
the electric field cannot pull particles out of the dielectric. The second term in (3.5) is the
particle thermal flux in a specific direction in the case of a Maxwellian distribution function
[Bittencourt, 1995, p. 180]. Although the true particle distribution is not a Maxwellian in
an electric field driven plasma, the use of this expression often constitutes a satisfactory
first order approximation to the net particle thermal flux onto the dielectric.

When an ion hits a surface, there is a finite probability of emission of an electron from
the surface. This phenomenon is taken into account in the model by including a secondary

electron flux term in the electron boundary flux
Nev th, e
Pe = —aenepe b + ——= Z'YZ

where +; is the secondary electron emission coefficient of ion ¢ on the surface. The probability
of secondary electron emission depends on many factors such as incident particle energy,
ambient gas pressure, and surface cleanliness. Thus, experimental measurement of -; is
extremely difficult and usually the result is valid only for the specific experimental surface
conditions [Phelps and Petrovic, 1999]. In our model, the secondary electron emission
coefficients for Ne and Xe ions on MgO are taken to be vy, = 0.5 and yx, = 0.01 respectively
[Punset et al., 1999], while for the molecular ions we assume 7yy,, = 0.5y, and Yyexe =
Yxe, = 0-57x.- Few data exist for secondary electron emission coefficients on phosphors,
which are smaller than the corresponding coefficients on the MgO layer [Elsbergen et al.,
2000]. The secondary electron emission coefficient for Ne ions on the phosphor layer is
taken to be yy, = 0.1 [Elsbergen et al., 2000]. For all other ions we assume the ratio of the
secondary electron emission coefficients on the MgO and phosphor layers to be the same as

the corresponding ratio for Ne ions

i, phosphor — 0-2’7i,Mgo

It should be noted that in many cases there is a lack of data concerning secondary electron
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emission coefficients and best guess values are often used in PDP models [Meunier et al.,
1995]. The results of the models are thus sensitive to the uncertainties in these coefficients
[Boeuf et al., 1997].

Reflective boundary conditions are used at the lateral ends of the cell for the continuity
equations, i.e.,

;,n=0

For the electric field we use mixed boundary conditions. The potential is set to the

electrode voltages where electrodes are present
p="V

where V; is the voltage applied to electrode 7. The perpendicular electric field is set to zero
at the lateral ends of the cell and at the portions of the upper boundary which are not

covered by metal [Punset et al., 1999], i.e.,
E-n=0

Surface charge density distributions are calculated on the gap-dielectric interface and on
the floating electrodes which are included in some of the simulations discussed in Chapter
5.

3.1.5 Numerical method

We use a finite difference method to solve the system of partial differential equations (3.1),
(3.3), and (2.31). The Scharfetter-Gummel scheme [Scharfetter and Gummel, 1969] is used
for the discretization of (3.2), as in Meunier et al., [1995]. The continuity equations (3.1)
and the electron energy equation (2.31) are solved implicitly in time to avoid the Courant-
Friedrich-Levy constraint on the timestep (At < Az /vy max, where At is the timestep, Az
is the grid spacing, and v max is the maximum particle velocity). The discretized version
of (3.1) and (2.31) used in our model is

k+1 _ k
% L VT = gk (3.6)
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In implicit methods, fluxes I'y are expressed at t = (k+1)At, as is shown in (3.6) (in explicit
methods fluxes are expressed at t = kAt).

During the discharge pulse, the presence of high charged species densities severely limits
the dielectric relaxation time. As a result, when an explicit method of integration is used for
the continuity and field equations, the maximum allowable timestep can be as low as ~(0.1
ps (At < €9/0max, where opay is the maximum conductivity which can be as high as ~100
S/m). However, several pulses have to be simulated before the PDP device reaches periodic
steady state resulting in a required total simulation time of several us. We therefore chose
to integrate the continuity and field equations using the semi-implicit method introduced
in Ventzek et al., [1994]:

V- (B = g [nf — AtV - T, (BF)] (3.7)

This method requires the solution of a modified Poisson equation with allowable timesteps
orders of magnitude larger than the dielectric relaxation time. As is shown in (3.7), the
continuity equations are used to give a prediction of the source term in Poisson’s equation
at t = (k + 1)At.

In addition, when the electron energy equation is used, it becomes limiting for the
timestep if an explicit expression for the source term S; is used in (2.31). Small timesteps
are required to avoid numerical oscillations in the solution of (2.31). We therefore chose to

also treat this term implicitly, using the method introduced in Hagelaar et al., [2000]:

k+1 k dSE k —k+1 —k
S&. = Sg + Fg (6 — & ) (38)

As is shown in (3.8), a first-order Taylor approximation is used to give a prediction of the
source term at ¢t = (k + 1) At.

Sparse linear systems resulting from the discretization of (3.1), (3.3), and (2.31) are
solved using an implementation of the biconjugate gradient sparse matrix solution method
with incomplete LU factorization for preconditioning [Seager, 1988]. In summary, the con-
tinuity equations and the electron energy equation are solved implicitly, and semi-implicit
methods are used for the integration of the coupled continuity and field equations, and for
the source term in the electron energy equation.

As we show in Chapter 5, floating electrodes are included in some of the simulations. For
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the numerical treatment of floating electrodes we used the capacity matrix method [Hockney
and Eastwood, 1981, p. 215]. In this method Poisson’s equation is solved twice per timestep.
First, the total charge, which is assumed to be zero in the case of floating electrodes inserted
in the dielectric layer, is distributed uniformly in the surface of the floating electrodes.
Poisson’s equation is then solved and the distribution of electric potential (not necessarily
constant) on the surface of floating electrodes is obtained. It can be shown [Hockney and
Eastwood, 1981, p. 215] that the surface charge density on the floating electrodes can be
calculated using the non-constant potential distribution obtained by Poisson’s equation,
and the capacity matrix precalculated at the beginning of the simulation, by imposing the
condition of charge conservation and of constant potential on each floating electrode. After
calculating the surface charge density, Poisson’s equation is solved again and a constant

potential is obtained on the surface of each floating electrode.

3.2 Definition of efficiency

As mentioned in Chapter 1, one of the most critical issues in ongoing PDP research is
the need to improve the luminous efficiency of the display. In this section, we provide a
definition of the luminous efficiency and other related quantities.

The dissipated power per unit volume due to electronic current within the PDP cell is
Pe=Jc E (39)

where J, is the electronic current. Similarly, the dissipated power per unit volume due to
ionic current is

Nion
bi = Z Jion,i -E (310)
i=1

where Jion,; is the ionic current of ion i.

The luminous efficiency of a PDP cell is a measure of the number of visible photons
emitted per unit energy dissipated in the discharge. In color PDPs the purpose of the
discharge is to produce UV photons which are then converted to visible light by means of
phosphors. UV photons which excite the phosphors and produce visible light are emitted
by certain excited states of Xe ( Xe*(*P;) (resonant state) at 147 nm, Xe5(Of) at 150 nm,
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Xes(3%F) and Xes(13F) at 173 nm (excimer states) ) [Meunier et al., 1995], as listed in
Table 3.3. The UV emission energy per unit volume and per unit time is therefore defined

as

Nuyv
pUvV = Z NiVUV,iEUV,i (3.11)
=1
where n; is the number density of UV emitting excited state of Xe i, vyyv; and eyv
are the corresponding emission frequency and emitted photon energy respectively, and the
summation is taken over the UV emitting exciting states Xe*(3Py), Xe}(O;), Xes(32),
and Xe3(!32F). Although the duration of the discharge current pulse is on the order of
10-100 ns, emission of UV photons lasts for about 5 us due to the lifetimes of some of the
excited species [Meunier et al., 1995]. Some excited states of Ne also radiate photons [Sahni
et al., 1978] ( Ne*('P;) at 736 A, Ne*(3P;) at 743 A) but these are not in the UV range
and the visible orange glow actually deteriorates color purity [Noborio et al., 1994].

Shown in Fig. 3.3 is a block diagram of reaction channels (Tables 3.1, 3.2, 3.3) related
to the excited states of Xe which produce UV photons [Meunier et al., 1995]. Atoms in
the Xe*(®P) (resonant), Xe*(3Py) (metastable), and Xe** (sum of the 6s', 6p, 5d, 7s states)
excited states are mainly produced due to electron impact excitation reactions? (Table 3.1).
Since stepwise ionization is negligible and no other important loss mechanisms exist, all the
atoms in these excited states lead to the production of UV photons, unless they are lost
through diffusion to the walls [Meunier et al., 1995]. As a result, for a given gas mixture,
the number of UV photons emitted by excited Xe atoms and molecules in the discharge
is directly related to the excitation frequencies of the Xe*(3P;), Xe*(3P3) and Xe** excited
states. The energy spent by electrons on excitation of UV emitting states of Xe per unit

volume and per unit time is therefore defined as

NeXC
Pexc = E NeVexc,i€exc,i (3'12)
i=1

where 7, is the electron number density, veyc; is the excitation frequency of excited state of
Xe 1, €exc,i 15 the corresponding electron loss energy, and the summation is taken over the
Xe*(3P1), Xe* (3P3) and Xe** excited states.

2They are also produced through electron-ion recombination reactions (Table 3.2).
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Figure 3.3 Block diagram of reaction channels related to UV emitting excited states of Xe.
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We can now define efficiency in both bounded and unbounded systems, based on the

definitions of power densities given in (3.9), (3.10), (3.11), (3.12).

3.2.1 Bounded systems

The total energies per sustaining period 7' in a PDP cell volume V corresponding to the
power densities defined in equations (3.9), (3.10), (3.11), (3.12) are obtained by integration

over space and time?

gj:/dt/ dvp; j=e,iexc,UV (3.13)
T 1%

The total visible photon energy per sustaining period 7" which reaches the output window

of the PDP cell is given by

Evis = / dt/ dsTphEph (3.14)
T Sout

where I'pp, is the number of visible photons reaching the output window per unit area and
per unit time, ey, is the visible photon energy, and Sqy¢ is the area of the output window.
We assume that the visible photon wavelength is 550nm.

We define the luminous efficiency of the cell 7 as the ratio of total visible photon energy
which reaches the output window to the total energy dissipated during a sustaining period

T

fT dt fSout dsL'phépn

N = evis/(€e + &) = , (3.15)
e Jrdt [, dv(Ie+ N Jign,) - E
The luminous efficiency defined in (3.15) can also be written as
1 = 11727374 (3.16)

where

m= 5e/(5e + 6i)

2 = 5exc/5e

3Note that in one-dimensional (two-dimensional) models spatial integration is over only one (two) spatial
dimension(s), so that the calculated quantity is energy per unit area (per unit length) in units of J/m?

(J/m).
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n3 = EUV/ €exc
N4 = Evis/€UV

Physically, n; is the efficiency of the discharge in heating the electrons, 7, is the efficiency
of electrons in producing UV emitting excited states of Xenon through electron impact
excitation reactions, and 73 is the efficiency of emission of UV photons by Xenon excited
atoms and molecules. Finally, 74 is an additional factor in the overall luminous efficiency
7, related to the efficiency of transport of UV photons to the phosphor layer and of the
visible photons to the output window, and to the UV-to-visible conversion efficiency of the
phosphor.

In some cases it is important to explicitly consider the excitation efficiency and UV
efficiency of the discharges. For these purposes, we define the excitation efficiency of the

discharge 7exc as

fT dt fv dv vaze)fc NeVexc,i€exc,i

Nexe = 72 = ‘ (3.17)
Jrdt fy do(Te+ S5 Tign) - B
and the UV efficiency of the discharge nyy as
dt [, dv SNV nvuyieuv.
nuv = Mingnz = Jodt Jy dv Yy navoviovs (3.18)

Jrdt fv dv(Je + Zf\f:‘(in Jion;) - E

Physically, nexc is the efficiency of the discharge in producing UV emitting excited states
of Xenon through electron impact excitation reactions* , and nyy is the efficiency of the
discharge in producing UV photons.

Finally, the power in a PDP cell volume V' corresponding to the power densities defined

in equations (3.9), (3.10), (3.11), (3.12) is obtained by integration over space®

P :/ dvp; j=e,iexc,UV (3.19)
v

“Note that 7jexc is slightly smaller than the total efficiency of the discharge in producing UV emitting
excited states of Xenon, since a small though non-negligible number of UV emitting excited atoms is produced
through electron-ion recombination reactions (Table 3.2).

®Note that in one-dimensional (two-dimensional) models integration is over only one (two) spatial di-
mension(s), so that the calculated quantity is power per unit area (per unit length) in units of W/m?
(W/m).
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3.2.2 Unbounded systems

In the case of unbounded spatially uniform systems, we focus our attention on the efficiency
of electrons in producing UV emitting excited states of Xenon through electron impact
excitation reactions.

In a spatially uniform system the electronic current J. is given by
Je = gel'e = —genepie B — geDeVne = —genepie E
so that
Pe = —qeNepicE? = enepoE? (3.20)

Using (3.12) and (3.20), we define the electron excitation efficiency as

NeXC
Ne P
Nexc,e = Z“e:eg’; s (3.21)
€
We can rewrite (3.21) as
NeXC
Vexc,i
Z ( N )5exc,i
Nexc,e = =1 (3.22)

e(1eN) (%)

Equations (2.17), (2.26), and (3.22) imply that the electron excitation efficiency fexc,e is a
fundamental inherent property of a given gas mixture depending only on its composition
and on the reduced electric field E/N.

3.3 Omne-dimensional discharge dynamics

In this section, we briefly describe the one-dimensional discharge dynamics, calculated using
the multifluid PDP cell model. In the results presented in this section, we use the local field

approximation instead of the electron energy equation® and also use Yxe = 0.05 instead of

6As described in Section 3.1.1, the local field approximation introduces error in the results when used
instead of the electron energy equation. However, for our purposes here the local field approximation is
sufficient to describe the major characteristics of discharge dynamics.
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the value reported in Section 3.1.4.

The model cell geometry is as shown in Fig. 3.2a. The gas mixture filling the region
between the dielectrics is a 4% Xe-Ne mixture at a pressure of 500 Torr. The length of the
dielectric layers is d=25um and their dielectric constant is ,=13, while the gap length is
D=100pm.

At the start of the simulation, surface charge is assumed to be deposited on the dielectric
walls from the previous sustain pulses (Section 1.2). We note that in the one-dimensional
case, the surface charge deposited by the previous sustain pulses can be calculated analyti-
cally by considering the fact that the induced electric field exactly cancels the electric field
of the applied voltage. As we discuss in Section 3.4, analytical calculation is not possible in
the two-dimensional case, so that multiple sustain pulses have to be simulated before the
cell reaches its steady state condition. The rise and fall times of the applied sustain pulse
are 300ns and its total duration is bus. The voltage pulse magnitude Vg is 121 V.

Fig. 3.4a shows the applied voltage and total voltage in the gap during the discharge.
Initially the applied voltage adds to the voltage induced by the surface charge (Section
1.2). The total gap voltage is enough to cause breakdown in the gap. Charged particles are
produced through ionization and are eventually deposited to the dielectric walls, so that the
voltage induced by the surface charge opposes the applied voltage and the total gap voltage
decreases to zero. Fig. 3.4b shows the power dissipated by ions, electrons, and power spent
on Xe excitation, as defined in (3.19), during the discharge. We observe that the duration
of the discharge current pulse is in the order of ~10ns.

Figs. 3.5a, 3.5b show snapshots of the electric field in the gap, while Figs. 3.5c, 3.5d,
3.5e, 3.5f show snapshots of electron and ion densities in the gap during the discharge. At
t1 =350mns the electric field is almost uniform since the ion density in the anode is too small
to substantially distort the applied field. Electrons emitted from the cathode via secondary
electron emission are multiplied exponentially as they travel through the gap, since the
electric field and consequently the ionization frequency are constant. The electron density
profile is therefore exponential (Fig. 3.5¢). A quasineutral plasma is formed near the anode
when the ion-induced distortion results in a field close to zero. At {5 =410ns the plasma
region expands towards the cathode, as electrons reach the zero-field region (Fig. 3.5d). At
t3 =413.6ns the current density is maximum. The sheath length near the cathode region is
~15pum (Fig. 3.5e). The gap voltage is significantly reduced due to charge deposition by

the ionic and electronic currents in the cathode and anode regions respectively. After ¢ = #3
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Figure 3.4 (a) Applied voltage and total voltage in the gap during the discharge. The total gap
voltage is the superposition of the applied gap voltage and of the equivalent voltage of the deposited
surface charge. Vg is the voltage applied to the electrodes of the PDP cell, and Cy, Cg are the
equivalent capacitances of the dielectric layers and of the gap respectively. (b) Dissipated ion power
P, dissipated electron power P, and power spent on Xe excitation Pey. during the discharge.

the sheath electric field and plasma density decrease. At t4 =420ns we see that the plasma
has decayed through ambipolar diffusion and recombination (Fig. 3.5f).

3.4 Two-dimensional discharge dynamics

In this section, we briefly describe the two-dimensional discharge dynamics, calculated using
the multifluid PDP cell model introduced in Section 3.1. The 2-D discharge dynamics are
discussed in much greater detail in Chapters 5 and 6.

The model cell geometry is as shown in Fig. 3.2b. The gas mixture filling the region
between the dielectrics is a 4% Xe-Ne mixture at a pressure of 500 Torr. The height and
width of the cell are H=210pym and L=1260um respectively. The lengths of the upper and
lower dielectric layers are dij= do=30um, the electrode gap length is g=100um, the sustain
electrode width is w=300pum, and the dielectric constant of the dielectric layers is ,=10.

The voltages applied to the three electrodes during the simulation are shown in Figure
3.6. Initially, a data pulse Vp and a base-write pulse —Vgw are applied simultaneously
to the A and Y electrodes respectively. These are followed by a sequence of alternating

sustaining voltage pulses Vg between the two sustain electrodes X and Y. During the
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Figure 3.5 (a), (b) Snapshots of the electric field in the gap at various times during the discharge.
(), (d), (e), (f) Snapshots of the electron and ion densities in the gap at various times during the

discharge. The times corresponding to the snapshots are also shown in Figures 3.4a and 3.4b for
comparison.
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Figure 3.6 Driving scheme used in the 2-D simulations showing the voltage applied to the X,
Y, and A electrodes (Fig. 3.2b). Initially, a 2us address pulse is applied, followed by a sequence of
alternating polarity sustain pulses. The sustaining frequency is 125 kHz. The address electrode is
biased to a voltage of Vs/2 during the sustaining phase.

sustain phase the address electrode A is biased to a voltage of % to prevent undesired
discharges between the address electrode and the sustain electrodes. The frequency of the
sustaining waveform is 125 kHz and the rise and fall times of all pulses are 100ns. The
duration of the address pulses is 2us. The magnitudes of the voltage pulses are Vp=80V,
Vew=150V, and Vg=265.75V.

Multiple sustain pulses have to be simulated before the cell reaches its steady state
condition. In Figure 3.7a, we show the dissipated ion power, dissipated electron power, and
power spent on Xe excitation in the PDP cell, as defined in (3.19). Results are shown as
a function of time, during the discharge caused by the 5'" sustain pulse applied to the Y
electrode starting at t=18us. The duration of the discharge current pulse is ~50ns. We
observe that the discharge duration predicted by the 2-D model is much longer than the
one predicted by the 1-D model (Section 3.3). In 2-D, there are multiple discharge paths

between the anode and the cathode. (During the discharge caused by the 5"

pulse, the
Y electrode acts as the anode, while the X electrode acts as the cathode.) The discharge
initiates at paths with higher electric field. As the discharge is quenched in those paths
due to charge deposition on the dielectric walls, the discharge path moves towards the areas

below the electrodes that have not yet been covered with charge. The discharge dynamics
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Figure 3.7 (a) Dissipated ion power P, dissipated electron power P, and power spent on Xe

excitation Pey. during the discharge. (b) Snapshots of the surface charge density on the upper
dielectric at various times during the discharge.

can be inferred from the surface charge density on the upper dielectric (Fig. 3.7b): The
breakdown initially occurs in the region between the two electrodes where the electric field
is higher. As the dielectric is covered with charge, the discharge path moves towards the

outer ends of the electrodes.



Chapter 4

Fundamental Properties of Inert
Gas Mixtures for Plasma Display

Panels

4.1 Introduction

In this chapter, we focus our attention on the effects of gas mixture composition on electron
excitation efficiency and on the breakdown voltage.

We study different Xenon gas mixtures and theoretically investigate their efficiency in
generating UV photons. In particular, we examine three different cases, i.e. Ne-Xe, He-Xe,
and Ne-Xe-Ar. In each case, we investigate the effect of the variation of the percentage of the
constituent gases on the electron excitation efficiency of the mixture and on the breakdown
voltage. In Section 4.2, we describe our approach, based on the fundamental processes
which determine the gas mixture electron excitation efficiency. In Section 4.3, we present
the results of our model. In Section 4.4, a one-dimensional self-consistent simulation is
used to assess the validity of the conclusions derived from the homogeneous and unbounded

kinetic model.

4.2 Formulation

In this chapter, we investigate the effect of the gas mixture on PDP performance from the

point of view of the fundamental inherent properties of the constituent gases. For this

55
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purpose, we rely on exact numerical solutions of the kinetic Boltzmann equation in an
homogeneous, unbounded system while accurately accounting for all the known processes
of excitation as well as ionization and other losses. Our chosen measure of comparison of
different mixtures is the electron excitation efficiency 7exc,e, as defined in (3.21).

The quantities vexc; and p in (3.21) exhibit highly nonlinear dependence on the electric
field F, so that the luminous efficiency can only be evaluated numerically. In this chapter,
we determine 7exc . by numerically solving the full electron Boltzmann equation to compare
the electron excitation efficiency of different gas mixtures by calculating the breakdown
voltage and excitation of Xe states which lead to the production of UV photons. It should
be noted that 7jexc,e, as defined in (3.21), represents the efficiency of the electrons in exciting
UV emitting states of Xe. In an actual PDP cell, a fraction of the input energy is dissipated
by the ions. However, one-dimensional self-consistent calculations (Section 4.4) indicate
that the dependence of the actual discharge excitation efficiency 7exc, as defined in (3.17),

on gas mixture composition is nevertheless well represented by 7exc,e-

4.2.1 Ne-Xe Mixtures

For our homogeneous and unbounded system, we use a breakdown voltage equivalent to
that which would result in a self-sustaining condition in a one-dimensional parallel plate
geometry, with plate separation D =100 pm, corresponding to the gap length of a typical
PDP cell. This assumption is appropriate since the actual voltage which must be applied
to the electrodes of the PDP cell to cause breakdown in the gas is directly proportional to
the voltage obtained from the self-sustaining condition. In the Ne-Xe mixture case, this

condition can be written [Penning, 1957, p. 29; Boeuf et al., 1997]

aNeNe + (@xe + P )Xe [e(aNe+aXe+OtP)D 1l =1 (4.1)
aNe + axe + ap
where ane = VNe/vq and axe = Vxe/vq are the partial first Townsend ionization coefficients
for Ne and Xe respectively, vne and vy, are the corresponding partial ionization frequencies
due to direct ionization of neutral atoms by electrons, v, is the electron drift velocity, and
YNe and yxe are respectively the secondary electron emission coefficients for Ne and Xe ions
impingent on MgQO. The quantity ap is the effective partial first Townsend ionization coef-
ficient per electron due to ionization by metastable neon atoms Nej}, (Penning ionization).

Neon metastable atoms have a much longer lifetime than the other excited states of Ne and
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have an energy of e, ~16.6 eV. Thus, they are capable of ionizing the atoms of other gases
having an ionization energy less than 16.6 eV [Penning, 1957, p. 15]. The process is highly
efficient, if the energy difference between the levels concerned is small [Meek and Cragys,
1978, p. 68]. We note that in the determination of the breakdown voltage by (4.1) we do
not take into account dimer ions formation, charge exchange, and recombination processes
(Table 3.2). These processes are not important in the pre-breakdown phase. The role of
recombination in PDP conditions is only important in the afterglow of the discharge [Punset
et al., 1999].

The pressure p and the gas temperature 1" are assumed respectively to be 500 Torr and
300 K, consistent with the usual operation conditions of PDPs [Meunier et al., 1995]. The
ionization frequencies vne and vxe, as well as the electron drift velocity vy are calculated
as a function of the reduced electric field £/N by numerically solving the full electron
Boltzmann equation, using the Boltzmann code ELENDIF [Morgan and Penetrate, 1990].
Electron-atom collision cross sections for Ne and Xe are taken from the Siglo Series [1998],
while yne = 0.5 and yxe = 0.05 ! are taken from Meunier et al. [1995] .

In the Ne-Xe case, the energy of the metastable atom Nej, is ey, ~16.6 €V, while the
ionization energy of Xe is €jon,xe ~12.1 €V, so that the energy difference is approximately

4.5 eV. Penning ionization is represented by the reaction (Table 3.2)[Levin et al., 1981]
Ne! +Xe — Ne+Xe' +e

where Ne and Ne}, represent a ground state and metastable Ne atom respectively, Xe and
Xe™ a ground state Xe atom and its positive ion respectively, and e an electron.

The steady-state Townsend condition [Sakai et al., 1991; Penning, 1934] does not hold
in typical PDP operation conditions, due to the fact that the discharge is quickly quenched
as a result of the accumulation of charge on the dielectric walls covering the electrodes,
inducing a potential opposing the applied voltage. The duration of the discharge current
pulse is on the order of ¢y ~10 ns [Meunier et al., 1995]. During this short time, the
concentration of Ne metastable atoms nyem increases due to electron impact excitation and

is determined by
d’n,Nem

dt

P
= VUNemTle — VNemTUNem

!Note that the numerical value of yx. used in this Chapter is different from the one used in all other
Chapters of this dissertation (Section 3.1.4).
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where Vgem is the Penning ionization frequency per Ne metastable atom, and vyem is the
excitation frequency of the Ne metastable state. The average metastable atom concentration

is therefore given as

]. to m e_l/gemto — ]_
< NNem >= t_/ N Nem (t)dt = Vl;e (1 + P Ne
0J0 0

VNe‘“ v Nemt

where n, is assumed to be constant during the discharge current pulse. Although this
approximation is quite rough, it allows us to make a first order estimate of nyem, and
provides a good estimate of the effect of Penning ionization. Our kinetic model results, as
well as the 1D simulations (section 4.4), show that the Penning effect is not very significant
in all three cases considered and thus results in relatively small changes in the breakdown
field. Thus, possible inaccuracies in the calculation of Penning ionization do not have a
significant effect on our results. The effective Penning ionization frequency per electron is

then given as

P —vE nto
p Vnem < MNem > e UNem®0 — ]
UNem |off = =14+ ——=—— ] UNem 4.2
[ Ne ]eff e Vgemto e ( )

where we note that Vﬁem is proportional to the concentration of Xe atoms. The correspond-
ing effective partial first Townsend ionization coefficient is ap = [V m]efr/v4. The frequency
vNem as a function of the reduced electric field E//N is calculated using the Boltzmann code
[Morgan and Penetrate, 1990], while vy (Table 3.2) is taken from Meunier et al. [1995].
Stepwise ionization, as well as Penning ionization by collisions between two Xe excited
atoms are not taken into account in our modeling, since their effect in typical operational
conditions for PDPs is negligible [Meunier et al., 1995].

In the Ne-Xe case, no important excitation mechanisms of UV emitting states of Xenon
exist other than electron impact collisions with Xe atoms [Levin et al., 1981]. The excitation
frequencies vexc,; in (3.12) are calculated as a function of E/N using the Boltzmann code
[Morgan and Penetrate, 1990].
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4.2.2 He-Xe Mixtures

In the He-Xe case, the self sustaining condition for the calculation of the breakdown field

is similar to the corresponding in the Ne-Xe case

aneYHe + (axe + aP)IXe [e(aHe+aXe+ap)D -1

_1 (4.3)

where ape = vie/vq is the partial first Townsend ionization coefficient for He, vy, is the
corresponding partial ionization frequency due to direct ionization of neutral atoms by
electrons, yge is the secondary electron emission coefficient for He ions on MgO, and vy, is
calculated as a function of F/N using the Boltzmann code [Morgan and Penetrate, 1990).
Cross sections for He are taken from the Siglo Series [1998], while yge = 0.3 is taken from
Veerasingam et al. [1996].

In the case of a He-Xe mixture, Penning ionization is represented by the reaction
He! +Xe — He+XeT +e

where He and He}, represent a ground state and metastable He atom respectively. In this
case, the energy of the He metastable level is e, ~20 eV, so the energy difference with the
Xe ionization level is approximately 7.9 eV. The effective Penning ionization frequency per

electron is calculated in the same way as in the Ne-Xe case and we obtain

P

e Vaemto _ ]

[Vitem]eft = (1 T ) VHem (4.4)
Hem “0

where vpem is the excitation frequency of the He metastable state, Vﬁem is the Penning

ionization frequency per He metastable atom taken from Rauf and Kushner [1999a], and
viem is calculated as a function of E/N using the Boltzmann code [Morgan and Penetrate,
1990]. As in the Ne-Xe case, no important excitation mechanisms of UV emitting states of

Xenon exist other than electron impact collisions with Xe atoms [Rauf and Kushner, 1999a).
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4.2.3 Ne-Xe-Ar Mixtures

In the case of Ne-Xe-Ar mixture the breakdown field is calculated using the condition

aneYNe + (axe + ap1)Yxe + (@ar + aP?)'YAr] [e(aNe+aXe+ap1+aAr+aP2)D — 1] =1 (4.5)
QaNe + axe + ap1 + aar + ap2

where apr = var/vg is the partial first Townsend ionization coefficient for Ar, va, is the
corresponding partial ionization frequency due to direct ionization of argon atoms by elec-
trons, yar is the secondary electron emission coefficient for Ar ions on MgQO, and va; is
calculated as a function of E/N using the Boltzmann code [Morgan and Penetrate, 1990).
Cross sections for Ar are taken from the Siglo Series [1998], while yo, = 0.05 is taken from
Sahni et al. [1978].

In this case, there are two Penning ionization reactions

Ne¥ +Xe —> Ne + Xe™ + ¢ 4.6
m

Nef + Ar — Ne + ArT +e (4.7

where Ar and Ar™ represent a ground state Ar atom and its positive ion respectively. In
the second reaction, the argon ionization energy is €ion ar ~15.8 €V, so the energy difference
with the Ne metastable state is ~0.8 eV. Since the energy difference is small, this process is
highly efficient [Meek and Craggs, 1978, p. 68]. The effective Penning ionization frequencies

per electron are calculated in the same way as in the Ne-Xe and He-Xe cases and we obtain

) [ —(vintvia)to _ 1 |

1Z0 e
vpy = 1+ UNem 4.8
vit +vig | (vi1 + vio)to ¢ (4.8)

Vio i e—(witvia)to _ 1|

Upy = 14 UNem 4.9
27 Ui+ v (vi1 + vio)to ¢ (4.9)

where v;; and v;o are the Penning ionization frequencies per Ne metastable atom, corre-
sponding to reactions (4.6) and (4.7). Note that v;; is the same quantity that was denoted
as I/Eem in Section 4.2.1, and is taken from Meunier et al. [1995], while v;o has been taken

from Sahni et al. [1978]. The excited states of Xe which emit UV photons are mainly
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produced by electron impact reactions with Xe atoms, as in the case of Ne-Xe and He-Xe
mixtures. However, in this case, a particular excitation mechanism due to collisions of Ar

excited atoms with Xe atoms does exist :
Ar* + Xe — Ar + Xe* (4.10)

where Ar and Ar* represent a ground state and excited Ar atom respectively, and Xe and
Xe* a ground state and excited Xe atom respectively [Kannari et al., 1983]. In the Ne-Xe-Ar
mixtures under consideration, this reaction is the dominant loss mechanism of Ar excited
atoms. Thus, in the Ne-Xe-Ar case, the summation in (3.12) includes Argon excitation,

since it eventually results in Xenon excitation through the reaction path (4.10).

4.3 Results

Our stated goal in this chapter is to compare the different gas mixtures in terms of their
breakdown voltage and electron excitation efficiency, as defined in (3.21). However, the
electric field E in the PDP cell during the discharge is spatially non-uniform due to space
charges, with its spatial distribution being time dependent. In addition, Xe excitation,
which has a highly nonlinear dependence on the electric field, occurs both in the high
and low field regions. Accordingly, we evaluate the electron excitation efficiency 7exc, for
E = 0.2Ey, Ey,5E), where Ej is the breakdown field for our conditions (p = 500 Torr,
T =300 K, D =100 pm) calculated using (4.1), (4.3), (4.5) in the case of Ne-Xe, He-Xe,
Ne-Xe-Ar mixtures respectively. This range of electric field values, defined with respect to
E,, encompasses electric fields typically encountered in PDP cells, according to previous
1D or 2D models [Meunier et al., 1995].

In the following subsections, we separately examine each of the three gas mixtures.

4.3.1 Ne-Xe Mixtures

Fig. 4.1a shows the variation of the breakdown gap voltage V, = E;D as a function of
the Xe concentration Nx, in the mixture, calculated using (4.1). We observe that for
Nxe > 0.02N, Ej is an increasing function of Nx.. Penning effect is found to not be signif-

icant for this mixture, since [Vymleg is found to be less than ~12% of the total ionization
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Figure 4.1 (a) Breakdown gap voltage as a function of Xe concentration Nx. in Ne-Xe mixtures,
calculated using (4.1). The dashed line shows the mid-margin gap voltage, calculated using the
1D model. (b) Excitation frequency vexe as a function of Nxe. (¢) Electron excitation efficiency
(%) Texc,e as a function of Nxe. The dashed line shows the excitation efficiency of the discharge,
calculated using the 1D model. (d) The loss function as a function of electron energy in a pure Ne
gas, a pure Xe gas and a 10% Xe - 90% Ne gas mixture.
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frequency Vi for the full range of parameter values. Fig. 4.1b shows the excitation fre-
quency Vexe 2 as a function of Nx, for E = 0.2E), Ej, 5E},, keeping in mind that Ej, is also
a function of the concentrations of the constituent gases. We observe that for small values
of Nxe, Vexc increases dramatically with small percentage increases in Xe concentration,
while vey increases at a much smaller rate for high Xe concentrations. We also observe
that Vexc(0.2Ek) < Vexc(Ek) <K Vexe(5F)) independent of Nx.. Fig. 4.1c shows the electron
excitation efficiency 7jexce as a function of Nxe, calculated by (3.21). We observe that the
discharge is more efficient at low electric field values, although the number of Xe atoms
excited is higher at high electric field values (Fig. 4.1b). Electron excitation efficiency is
also an increasing function of Nxe.

The numerical results given in Figure 4.1 can be interpreted in terms of the inherent
kinetic behavior of Ne and Xe under applied electric fields. Fig. 4.1d shows the dynamic
friction force of electrons, also known as the electron energy loss function, as a function of
electron energy in a pure Ne gas, a pure Xe gas and a 10% Xe - 90% Ne gas mixture. In

any given mixture, the loss function is defined as
F(e) = ZNiai(a‘)éei (4.11)
i

where the summation is over all the collision cross sections of inelastic processes o; with
corresponding energy loss d¢; 2 , and N; is the number density of the corresponding target
atoms.

The dynamic friction force has units eV/m (energy loss per unit length), and can be
thought of as an effective force acting on electrons against the accelerating action of the
electric field. When electrons reach high energies (¢ >10eV), inelastic collisions are more
frequent than elastic ones, and the electrons are mostly scattered forward [Raizer, 1997, p.
102]. Under the assumption of forward scattering, the effective force acting on electrons due
to inelastic process i with energy loss de; and collision mean free path \; will be (Section

2.2)
56,‘

)\i (8)

The total friction force F(¢) is obtained by summing over all the inelastic processes. Under

Fi(e) =

= N;o;(¢)de;

2Vexe = ng;‘“ Vexc,i, where the summation is taken over the Xe*(3P1), Xe* (3P2) and Xe** excited states.
3 As mentioned in Section 2.3.3 the energy loss of electrons d¢; in excitation (ionization) collisions is equal
to the corresponding excitation (ionization) potential exc (€ion)-
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these assumptions, the resulting momentum equation for an electron is

me% = —eE — F(e) (4.12)
Equation (4.12) illustrates that the loss function F(g) can be directly compared to the
applied electric field F to provide intuitively simple insight into the expected dynamics of
electrons at different energies.

The breakdown field is much higher for Xe as compared to Ne as is evident from Fig.
4.1a. That this is the case can be understood in terms of the corresponding loss functions.
The ionization energy of Xe is €jon,xe ~12.1 €V, while gjon Ne ~21.6 eV. However, the dy-
namic friction for Xe is much higher than that for Ne, due to the fact that the excitation
and ionization cross sections of Xe are almost one order of magnitude higher [Siglo Series,
1998] than those of Ne. Thus, if the same electric field is applied at a pure Xe versus a
pure Ne gas, the number of electrons above the corresponding ionization threshold is much
higher in Ne, accounting for the fact that Ej is an increasing function of Nx, (Figure 4.1a)
in Ne-Xe mixtures. This is also due to the fact that the secondary electron emission coef-
ficient yne for neon ions on MgO is an order of magnitude higher than the corresponding
coefficient yxe for xenon ions. The loss function (or dynamic friction) also determines the
electron energy distribution function that is attained in a gas for a given applied electric
field. For small values of Nxe, the loss function (and thus the electron energy distribution)
does not vary significantly with increasing Nxe, so that the dynamic friction at the excita-
tion energy of Xe is relatively low, and many electrons have energies above this threshold,
leading to the dramatic increase of Xe excitation frequency vexc.. The corresponding partial
ionization frequency of Xe (i.e., vxe) increases dramatically for the same reason, while the
corresponding partial ionization frequency vne of Ne slightly decreases, since the electron
distribution function is only slightly perturbed by the addition of a small amount of Xe in
Ne. Thus, F, is a decreasing function of Nx. for small Nx. (Nxe < 0.02N).

The results presented in Fig. 4.1a and 4.1c should allow quantitative evaluation of the
effects of Xe percentage in Ne-Xe mixtures in practice. In this context, it is desirable to have
high electron excitation efficiency and low breakdown field (i.e., lower voltage operation).
From Fig. 4.1c, we note that while ey ¢ increases rapidly with Xe percentage for low values
of Nxe, the rate of increase in 7exc decreases with increasing Nxe. Specifically, we note
that while 7exc e ~70% for Nxe ~0.1N, it is only ~10% higher for Nx, ~0.2N, while the
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breakdown voltage is ~25% higher. In Sec. 4.4 we show that the dependence of the actual

discharge excitation efficiency nexc on INxe is very similar.

4.3.2 He-Xe Mixtures

Fig. 4.2a shows the breakdown gap voltage V, = E;D as a function of Xe concentration
Nxe in a He-Xe mixture, calculated using (4.3). The functional dependence of Ej on Nxe
is similar to the Ne-Xe case. However, E}, is slightly higher in a He-Xe mixture compared
with a Ne-Xe mixture with the same Xe concentration. The contribution of the Penning
effect is also not significant for this case, since [Vfjm et is found to be less than ~7% of 10!
for the full range of parameter values considered. Fig. 4.2b shows the excitation frequency
Vexc * of Xe as a function of Nxe for E = 0.2E}, Ej,5E). The results are similar to the
Ne-Xe case, although vey. values are smaller. Due to the higher breakdown field and the
smaller Xe excitation frequency, the electron excitation efficiency is smaller, as shown in
Fig. 4.2c. However, it should be noted that He-Xe mixtures achieve better color purity,
since the discharge does not produce visible light as in the Ne-Xe case [Noborio et al., 1994].
In Fig. 4.2d, we plot the loss function as a function of electron energy in a pure He gas,
a pure Xe gas and a 10% Xe - 90% He gas mixture. For comparison we also plot the loss
function for pure Ne. We observe that the loss function for pure Ne has slightly higher values
than that for pure He. Based on the discussion in section 4.3.1, we would expect slightly
lower ionization and excitation frequencies in Ne-Xe mixtures in comparison with He-Xe
mixtures. However, the ionization and excitation frequencies in He-Xe mixtures are actually
lower compared with Ne-Xe mixtures with the same Xe concentration, resulting in higher
breakdown field and lower electron excitation efficiency. It was found that this result is
mainly due to the higher electron momentum transfer cross section of He as compared to that
of Ne [Siglo Series, 1998]. Since the loss functions are almost equal, this effect dominates,
resulting in lower ionization and excitation coefficients in He-Xe mixtures in comparison with
Ne-Xe mixtures with the same Xe concentration [Rauf and Kushner, 1999b]. The higher
breakdown field in He-Xe mixtures is also due to the lower secondary electron emission
coefficient ~yy, of helium ions on MgO, as compared to the coefficient yne of neon ions.
From a practical point of view, we note from Fig. 4.2a and 4.2¢ that the tradeoff between

electron excitation efficiency and breakdown voltage level is similar for He-Xe mixtures as

MWexc = 31T Vexc,i, where the summation is taken over the Xe* (°P1), Xe*(*P2) and Xe** excited states.
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Figure 4.2 (a) Breakdown gap voltage as a function of Nx. in He-Xe mixtures, calculated using
(4.3). The dashed line shows the mid-margin gap voltage, calculated using the 1D model. (b)
Excitation frequency vexc as a function of Nxe. (c) Electron excitation efficiency (%) fexc,e as a
function of Nx.. The dashed line shows the excitation efficiency of the discharge, calculated using
the 1D model. (d) The loss function as a function of electron energy in a pure He gas, a pure Ne
gas (dashed line), a pure Xe gas and a 10% Xe - 90% He gas mixture.
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for Ne-Xe mixtures.

4.3.3 Ne-Xe-Ar Mixtures

In Section 4.3.1, we saw that, for Ne-Xe mixtures, the electron excitation efficiency nexc,e
is an increasing function of Nx.. However, the breakdown field Ej is also an increasing
function of Nx,. In addition, in Section 4.3.2 we saw that Ne-Xe mixtures are more efficient
than He-Xe mixtures. In this section we investigate the effect of adding a small amount of
Ar in Ne-Xe mixtures, as is done in some PDP designs.

Fig. 4.3a shows V, = E;D as a function of Ar concentration N, in a mixture with
Nxe/Nne = 5/95. We observe that Ej decreases when small amounts of Ar are added,
due primarily to the Penning ionization reaction of Ar atoms with Ne metastable atoms, as
described in equation (4.7). By examination of the loss functions of Ne, Ar and Xe, plotted
in Fig. 4.3d we observe that the friction losses are higher in Ar than in Ne. Thus, when
Ar is added to the mixture, the dynamic friction force on electrons increases, and we would
ordinarily expect to see a corresponding increase in Ey. However, Fj actually decreases due
to Penning ionization of Ar atoms by Ne metastables which is very efficient, as mentioned
above. We note from Fig. 4.3a that E} is minimized at Na, ~ 0.01N. For Nj, > 0.01N
the increased losses dominate over the Penning ionization effect and Ej increases. Fig.
4.3b shows the electron excitation efficiency of the gas mixture as a function of Na,. The
efficiency slightly increases when small amounts of Ar are added. Thus, adding a small
amount of Ar to a Ne-Xe mixture, both decreases Ej and increases fjexc,. However, both
of these improvements are relatively small, being less than ~1%.

Fig. 4.3c shows V; = ED as a function of Ny, in a mixture with Nx./Nne = 10/90.
The Penning effect is less important in comparison with the previous case because of the
higher Xe concentration. As a result, the effect of the increased losses dominates and Ej,
increases when small quantities of Ar are added to the mixture.

Based on the results shown in Fig. 4.3, there does not seem to be any significant
advantage in using small amounts of Ar in Ne-Xe mixtures, at least from the point of view

of fundamental properties of the gases.
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Figure 4.3 (a) Breakdown gap voltage as a function of Ar concentration Na, in a mixture
with Nxe/Nne = 5/95, calculated using (4.5). The dashed line shows the mid-margin gap voltage,
calculated using the 1D model. (b) Electron excitation efficiency (%) fjexc,e as a function of Na, in
a mixture with Nxe/Nne = 5/95. The dashed line shows the excitation efficiency of the discharge,
calculated using the 1D model. (c) Breakdown gap voltage as a function of Na, in a mixture with
Nxe/Nne = 10/90, calculated using (4.5). (d) The loss function as a function of electron energy in
a pure Ne gas, a pure Xe gas and a pure Ar gas.
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4.4 Comparison with 1D simulation results

In order to assess the validity of conclusions derived from our fundamental kinetic analy-
sis of unbounded and homogeneous gas mixtures, we use a one-dimensional self-consistent
simulation of an AC PDP cell (Section 3.3), similar to those previously developed by Me-
unier et al. [1995] and Punset et al. [1998]. The data used in the 1D model, such as
electron-atom collision cross sections, secondary electron emission coefficients, and reaction
rates are identical to those used in the homogeneous and unbounded kinetic model. The
gap length D, the pressure p, and the gas temperature T are also chosen to be the same as
in the unbounded model. Other model parameters such as length and relative permittivity
of dielectrics are identical to those used in Meunier et al. [1995]. We also note that in the
results presented in this section, the local field approximation is used instead of the electron
energy equation (Section 3.1.1).

We use the 1D model to calculate the voltage margin of stable operation of the cell
(Section 1.2) by the voltage transfer curve method, introduced by Slottow and Petty [1971]
and also described in Meunier et al. [1995]. In each case, we use an applied voltage
corresponding to operation in the middle of the calculated voltage margin, to determine the
excitation efficiency of the discharge 7exc, calculated using (3.17).

The dashed line curve in Fig. 4.1a shows the variation of the mid-margin sustaining
voltage in the gap Vi, as a function of the Xe concentration Nx. in a Ne-Xe mixture. Vg4

is given by

Vi, = [C Cy ] Vomin + Vi
1+ Cy 2
where Cj is the equivalent capacitance of the dielectric layers, Cj is the gas gap capacitance
(Fig. 3.2a), and Vgyin, V¢ are the calculated values of the minimum sustaining voltage and
the firing voltage respectively. The dashed curve in Fig. 4.1c shows the variation of the
discharge excitation efficiency 7ex. as a function of Nxe in Ne-Xe mixtures for a middle-
margin applied sustaining voltage. These 1D results show that the sustaining voltage and
the discharge excitation efficiency of the PDP cell exhibit very similar dependence on Nxe
with the corresponding quantities of the unbounded homogeneous kinetic model. This
similarity is further illustrated in Fig. 4.4a, where we show the normalized derivative
of the electron excitation efficiency (n;(lc,ednexc,e/d[NXe /N]) as a function of Nx.. The
dashed line curve shows the normalized derivative of the discharge excitation efficiency,

(N dexc/d[Nxe/N]) calculated with the 1D simulation. This plot illustrates that the
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Figure 4.4 (a) Normalized derivative of the electron excitation efficiency 7exc,e as a function of
Nx, in Ne-Xe mixtures. The dashed line shows the normalized derivative of the excitation efficiency
of the discharge, calculated using the 1D model. (b) Normalized derivative of the electron excitation
efficiency 7exc,e @s a function of Nx, in He-Xe mixtures. The dashed line shows the normalized
derivative of the excitation efficiency of the discharge, calculated using the 1D model.

fractional increase in excitation efficiency is very small for Nxe > 0.1N. It also illustrates
that the dependence of the discharge excitation efficiency 7exc, as defined in (3.17), on Nx,
is determined by the fundamental property fexc,e of the gas mixture, defined in (3.21).

The dashed lines in Figures 4.2a, 4.2c, and 4.4b show similar results for He-Xe mixtures.
In agreement with the unbounded and homogeneous kinetic model, it is found that V, is
higher in a He-Xe mixture compared with a Ne-Xe mixture with the same Xe concentration
and that the discharge excitation efficiency is lower. It should be noted that He exhibits
a very gradual rise in the slope of the voltage transfer curve [Veerasingam et al., 1996].
We found that this is mainly due to the high electron momentum transfer cross section
of He. In agreement with Veeresingam et al. [1996], we found that this effect results in
disagreement between the actual Vgmin, V¢ and those calculated using the voltage transfer
curve method for He-Xe mixtures with high He concentrations. However, in the discharge
excitation efficiency calculation we used an applied sustaining voltage which results in a
stable discharge.

The dashed curves in Figures 4.3a, and 4.3b show V4, and discharge excitation efficiency
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as a function of Ar concentration Ny, in a mixture with Nxe/Nne = 5/95. In agreement with
the results of the unbounded homogeneous model, V4 is minimized at Na, ~ 0.01N due to
Penning ionization, and the excitation efficiency slightly increases when small amounts of
Ar are added. Although these improvements of ~5% seem to have been underestimated by
the unbounded homogeneous model, the fact that they are still small confirms that there is

no significant advantage in using small amounts of Ar in Ne-Xe mixtures.
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Chapter 5

Studies of the coplanar-electrode

and other previously proposed
PDP cell designs

5.1 Introduction

In this chapter, we use the two-dimensional (2-D) self-consistent model described in Section
3.1 to simulate the microdischarges in a standard coplanar-electrode PDP cell. We investi-
gate the effect of the variation of the cell design parameters on the operating voltages and
UV efficiency of the device. In addition, we use the model to study two alternative designs
which have been proposed to improve the performance of the standard coplanar-electrode
PDP [Kim et al., 2000; Hashimoto and Iwata, 1999]. First, we investigate the effect of
the insertion of floating conducting materials in the dielectric layer covering the sustain
electrodes. Secondly, we investigate the effect of applying a non-standard voltage wave-
form including assistant voltage pulses between the sustain electrodes. In the remainder of
the chapter, we present the results of our model for the standard coplanar-electrode PDP

(Section 5.2) and the two alternative designs (Sections 5.3, 5.4).

5.2 Standard coplanar-electrode geometry

In this section, we study the effect of the variation of the cell geometry parameters on

the performance of the device. In all cases, the gas mixture filling the region between the
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dielectrics is a 4% Xe-Ne mixture at a pressure of 500 Torr. The basic cell geometry is
as shown in Figure 3.2b. The height and width of the cell are H=210pm and L=1260pm
respectively. The length of the lower dielectric layer is do=30um. We investigate the effect
of the variation of the electrode gap length g, the sustain electrode width w, the length of
the upper dielectric layer d; and the dielectric constant e, of the dielectric layers on the
operating voltages and the efficiency of the PDP cell. Our reference case is characterized
by the parameter values g=100um, w=300um, di=30um, and €,=10. The voltages applied

to the three electrodes during the simulation are shown in Figure 3.6.

5.2.1 Voltage margin

We first study the effect of geometric parameters on the operating voltages of the device.

We investigate the effect of the design parameters g, w, dy, &, (Fig. 3.2b) on the minimum
sustaining voltage Vsmin and the firing voltage V; (Section 1.2). For the calculation of V¢
a sustain pulse Vg is applied to one of the sustain electrodes and A is biased to % (Fig.
3.6). We use the 2-D model to iteratively calculate (to within an accuracy of a volt) the
minimum voltage V¢ which leads to breakdown. In all cases the breakdown occurs between
the two sustain electrodes.

For the calculation of Vgyin we first apply the address pulses Vp and —Vgw described
in Section 3.4. In all cases, we use Vsw=150V, and for the reference case Vp=80V. In all

other cases, Vp is chosen so that the breakdown parameter [Raizer, 1997, p. 131]

= (OlNe')’Ne + axe’YXe) [e(aNe+aXe)D —1 /(aNe + OéXe) (5.1)

is constant, where ane and axe are the partial first Townsend ionization coefficients for Ne
and Xe respectively, and D is the discharge gap (Fig. 3.2b). A sequence of sustaining pulses
Vs is then applied between the sustain electrodes (Fig. 3.6). We use the 2-D model (in an
iterative fashion) to calculate (to within an accuracy of a volt) the minimum voltage Vgmin
which leads to a steady sequence of sustain discharges. We note that the voltage transfer
curve method [Slottow and Petty, 1971], which was used in Section 4.4 for the calculation
of Vamin and V4, applies only to the simpler PDP geometry of Fig. 3.2a and thus cannot be
used for the coplanar-electrode geometry (Fig. 3.2b).

The results are shown in Figure 5.1. V% is an increasing function of g, as expected.

Larger g results in longer discharge paths between the two sustain electrodes, requiring
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Figure 5.1 (a) The firing voltage V; and the minimum sustaining voltage Vemin as a function of
the sustain electrode gap g. The dashed line shows the mid-margin sustaining voltage Vsm used for
the calculation of UV efficiency. (b) Vi, Vsmin, and Vs, as a function of the sustain electrode width
w. (c) V&, Vamin, and Vg, as a function of the upper dielectric layer length dy. (d) V¢, Vsmin, and
Vsm as a function of the dielectric constant &,.
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larger voltages for breakdown. The voltage margin (Section 1.2), defined as Vi — Vmin, de-
creases with g, due to the fact that if ¢ is increased while D is kept constant, the breakdown
voltage between the two sustain electrodes increases while the breakdown voltage between
the sustain and address electrodes remains constant. The address-sustain discharge path
then becomes increasingly favorable over the sustain-sustain path, thus limiting the window
of stable operation of the device. Variation of the sustain electrode width w has no sig-
nificant effect on V¢ or Vgmin. The electric field distribution in the region between the two
sustain electrodes is not significantly perturbed as w is varied, so that V; and Vgpin remain
almost constant with w. We see that V; is an increasing function of d;. As dj is increased,
the voltage drop in the gap decreases if the applied voltage is kept constant. Thus, higher
voltages are required to cause breakdown. The voltage margin is a decreasing function of
di. We note that the cell height H is kept constant in our calculations, so that as d; de-
creases, the gap D increases. Thus, the sustain-sustain discharge path becomes increasingly
favorable over the address-sustain path and the window of stable sustain operation becomes
wider. Finally, V; is a decreasing function of the dielectric constant ¢,. As g, is increased,
the voltage drop in the gap increases for constant applied voltage. Thus, lower voltages are
required to cause breakdown. The variation of €, has no significant effect on the voltage
margin of the cell, since in both the sustain-sustain and address-sustain paths the voltage

drop is increased as €, is increased.

5.2.2 Total UV energy and UV efficiency

We next study the effect of geometric parameters of the PDP cell on UV emission.

A similar study has been previously done by Rauf and Kushner [1999b] . In their work,
the applied sustaining voltage used for the calculation of efficiency was kept constant as the
geometric parameters were varied. In addition, the efficiency calculation was based on the
first sustaining pulse following an initial address pulse. In our work, the voltage waveform
shown in Fig. 3.6 is applied in all cases to the cell electrodes. The sustaining voltage is
chosen to be the mid-margin voltage, shown in Fig. 5.1 with a dashed line, defined as
Vsm = (Vsmin + V4)/2 rather than a constant reference voltage. The mid-margin voltage
is usually chosen as the point of operation of the PDP to ensure reliability. If a constant
reference voltage were used for the calculation of efficiency, the value used might be outside
the operating window in some cases, as it can be seen in Fig. 5.1. In addition, we calculate
the UV efficiency of the PDP cell in the periodic steady state. We found that during the first
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Figure 5.2 (a) Total UV energy emitted per sustain pulse as a function of the sustain electrode
gap g. (b) Total UV energy emitted per sustain pulse as a function of the sustain electrode width
w. (c) Total UV energy emitted per sustain pulse as a function of the upper dielectric layer length
dy. (d) Total UV energy emitted per sustain pulse as a function of the dielectric constant &;.

few sustaining pulses the device is in a transient state. The efficiency during this transition
time may be quite different (by as much as a factor of 3) from the steady state efficiency.
In Figure 5.2 we show the total UV energy emitted per sustain pulse (Tpuse =4us) as
a function of the geometric parameters of the cell, calculated using (3.11) and (3.13). The
UV energy is an increasing function of the gap length g. As the gap length g increases, the
discharge path length also increases. As a result, the total energy dissipated by electrons,
the energy spent in Xe excitation and consequently the UV emission energy increase. The
UV energy is also an increasing function of the sustain electrode width w. As mentioned
above, the breakdown initially occurs in the region between the two sustain electrodes where
the electric field is higher. As the dielectric surface above the electrodes is covered with
charge, the discharge path moves towards the outer ends of the electrodes. This process
continues until all the dielectric surface above the electrodes is covered with charge. The
total duration of the current pulse is therefore proportional to the electrode width, and the

total dissipated energy by electrons, the energy spent in Xe excitation and the UV emission



78 CHAPTER 5. COPLANAR-ELECTRODE AND OTHER DESIGNS

energy increase as the electrode width is increased. Finally, we observe that the UV energy
per sustain pulse increases as d; is decreased or ¢, is increased. Both decreasing d; or
increasing ¢, result in increasing the capacitance of the upper dielectric layer [Rauf and
Kushner, 1999b]. As the capacitance of the dielectric layer is increased more energy has to
be dissipated during the discharge before it is quenched by surfaces charges. We note that
as dj is decreased or ¢, is increased the operating voltages decrease (see Fig. 5.1). However,
the effect of increased capacitance dominates, since the rate of change of the capacitance
with respect to d; or &, is much higher than the rate of change of the mid-margin operating
voltage with respect to the same parameters.

In Figure 5.3 we show the UV efficiency nyv, as defined in (3.18), as a function of the
geometric parameters of the cell. We observe that by increasing the gap from 80um to
160um the UV efficiency increases by ~25%. Variation of the electrode width w results in
insignificant change in the efficiency. Increasing the upper dielectric layer length from 154m
to 35um results in a ~15% increase in efficiency. Finally, decreasing the dielectric constant
g, from 14 to 6 results in a ~8% increase in efficiency.

In order to interpret these results, we focus our attention on the excitation efficiency 7exc,
as defined in (3.17). The UV efficiency nuy is always lower than the excitation efficiency
7Nexc Decause in the series of reactions that lead to UV photon production part of the energy
of the Xe excited states is lost through cascading to lower states, and because some excited
atoms are lost through diffusion to the walls. In all cases considered, we found that nyv
and 7ey. are directly related and the effect of the variation of any geometric parameter
is the same on both. This is expected since in all cases the gas mixture composition and
consequently the rate coefficients of reactions involving excited species are the same. Due to
the long lifetimes of some of the excited states of Xe which lead to UV emission (Table 3.3),
some UV photons are emitted several us after the corresponding electron impact excitation
reaction. In addition, due to particle diffusion and to reabsorption of resonance radiation
at 147nm (Section 3.1.2), the physical location of UV photon emission can be different from
that of the corresponding electron impact excitation reaction. As a result, UV emission does
not coincide with the corresponding energy dissipation neither temporally nor spatially. On
the other hand, if the local equilibrium approximation is assumed, the energy gain from the
electric field is locally (in space and in time) balanced by the loss due to collisions. In other

words, in the case of excitation efficiency a spatially and temporally local quantity defined
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Figure 5.3 (a) UV efficiency as a function of the sustain electrode gap g. (b) UV efficiency as
a function of the sustain electrode width w. (¢) UV efficiency as a function of the upper dielectric
layer length d;. (d) UV efficiency as a function of the dielectric constant &,.

as N,
Zz:e)l(c NeVexc,i€exc,i
NA
(Je + 2229 Jions) - E

is meaningful (compare with (3.17)), while a similar quantity cannot be defined in the case

ﬁexc(xayat) =

of UV efficiency for the reasons given above. Nevertheless, careful examination of the local

excitation efficiency 7jexc(%,y,t) can give useful insight into the factors that govern UV

efficiency.

The excitation efficiency can also be written as

dtPex dt
nexc:/ dv [/ dtpexc] :/ dv [fT Pexc Jr dtpuor (5.2)

v T  Etot v J7dtpior  Etot
where pexc, Ptot = Pe + Pi, and €0t = €¢ + €; have been defined in Section 3.2. In Figure
5.4 we show the quantities fl(xay) = fT dtpexc/ fT dtpiot, f2($>y) = fT dtptot/gtot and

f(z,y) = fi(z,y) f2(z,y) for the g=80pm and the g=160um cases (the rest of the parameters

are those of the reference case). It can be seen from (5.2) that f; is the spatially local
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Figure 5.4 (a), (b) Local excitation efficiency for the ¢g=80um and the g=160um cases. The
increment between the contours is 0.1. The maximum in the gray scale corresponds to 1. (c),
(d) Normalized dissipated energy density for the g=80um and the g=160um cases. The increment
between the contours is 2.10x 10" m~2. The maximum in the gray scale corresponds to 2.10x108 m—2.
(e), (f) Normalized density of energy spent in Xe excitation for the g=80um and the g=160um cases.
The increment between the contours is 2.83 x 106 m~2. The maximum in the gray scale corresponds
to 2.83 x 107" m~2. Note the different vertical scale in each plot. In all cases height is measured from
the MgO layer surface.
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excitation efficiency, f» is normalized dissipated energy, and f = f; fo is a quantity which,
if spatially integrated, gives the excitation efficiency, i.e. 7exc = fV dvf(z,y). We observe
that f is wider in the g =160um case, while the maximum value of f is higher in the
g=80um case. The discharge path between the two sustain electrodes is wider for wider
g, as explained above. The overall excitation efficiency is higher in the g=160um case. In
both cases we observe that the dissipated energy, i.e. fo, is high in the region directly below
the dielectric layer covering the sustain electrodes, where the sheath is formed during the
discharge. There is also some energy dissipation in the area between the two electrodes.
We also observe that the local excitation efficiency is high in the region between the two
electrodes in both cases. It is also high a few ym away from the dielectric layer. A similar
picture is observed in Figure 5.5 when comparing the d;=15pym and d;=35um cases. We
observe that f is wider in the d; =35um case, while the maximum value of f is higher
in the d;=15um case with the overall excitation efficiency being higher in the d; =35um
case. In this case, as d; is decreased, D increases (because H is kept constant) so that
the sustain-sustain path becomes increasingly favorable over the sustain-address path, as
explained above, and the sustain discharge becomes more confined in the region directly
below the upper dielectric layer. The dissipated energy is high in the region directly below
the dielectric layer covering the sustain electrodes, and the local excitation efficiency is
higher in the region between the two electrodes. A similar picture is observed in all cases
examined.

Our conclusion from the study of the excitation efficiency is that the wider the discharge
area the higher the overall efficiency. In all cases, the discharge area can be divided into
two regions: The first is the sheath region where most of the energy dissipation takes place.
The efficiency is not very high in this region, since most of the energy is dissipated by the
ions. The second is the region between the two electrodes where the initial discharge path
is formed. Energy in this region is mostly dissipated by electrons and the efficiency is high.

The local excitation efficiency can also be written as

N,
Je-E Zz:e)fc Nelexc,i€exc,i

(Je-l-z,f\é‘in Jion,i) -E Je-E

Tlexc (2, Y, t) = = n(z,y,t)p(z,y,t)  (5.3)
where 7); is a measure of how efficiently the electrons are heated by the electric field, while 7},
is a measure of how efficiently the electrons excite Xe atoms (Section 3.2.1). It is interesting

to note that both 7j; and 75 are higher in the region between the two electrodes. The electric
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Figure 5.5 (a), (b) Local excitation efficiency for the d; =15um and the dy=35um cases. The
increment between the contours and maximum in gray scale are the same as in Figures 5.4a and
5.4b. (c), (d) Normalized dissipated energy density for the dy=15um and the d;=35um cases. The
increment between the contours and maximum in gray scale are the same as in Figures 5.4c and 5.4d.
(e), (f) Normalized density of energy spent in Xe excitation for the d; =15um and the d; =35um
cases. The increment between the contours and maximum in gray scale are the same as in Figures
5.4e and 5.4f. Note the different vertical scale in each plot. In all cases height is measured from the
MgO layer surface.
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field is lower during the discharge in the region between the two electrodes compared to the
high electric field of the sheath region directly below the dielectric layer. The quantity 72 is
higher for lower electric fields (Section 4.3.1) [Veronis et al., 2000] (this is true for E ~ Ej,
where Ej, is the breakdown electric field)! , while 7; is also higher in the region between
the electrodes, since the sheath region is dominated by the ionic current.

The overall efficiency increases as the highly efficient discharge region between the two
electrodes becomes wider. It is for this reason that the UV efficiency of the discharge
increases as g or d; is increased or as e, is decreased. From a practical point of view,
we note that in all three cases the increase in efficiency is accompanied by an increase in
the operating voltages. We can conclude that in the standard coplanar-electrode geometry
there is a trade-off between high UV efficiency and low operating voltages. If the electrode
width w is varied, there is no significant change in the efficiency, as mentioned above, since
the spatial extent of the discharge region between the two electrodes does not change. We
finally note that the dependence of efficiency on the geometric parameters of the cell is
directly related to the spatial extent of the discharge, so that uncertainties in model data
such as cross sections and rate coeflicients do not have a significant effect on this result.

In Figures 5.6a and 5.6b we show the normalized density of energy spent in Xe excitation
calculated using the electron energy equation and the local field approximation respectively
(Section 3.1.1). Results are presented for the reference case. In the case of the local
field approximation we use the effective electric field expression introduced in Punset et
al. [1998]. In agreement with Rauf and Kushner [1999a], we observe that use of the
local field approximation substantially modifies the discharge characteristics. The more
detailed treatment of electron impact reaction rates and transport coefficients with the
electron energy equation results in a wider discharge region. We found that the local field
approximation underestimates the electron ionization and excitation coefficients in the bulk
plasma region because it does not take into account energy transport from the cathode
region to the colder bulk plasma region through thermal conduction and drift of warm

electrons from the cathode region [Rauf and Kushner, 1999a]. As a result, a more confined

!Note that 7 is exactly the same as the fundamental inherent property of the gas mixture fexc,., defined
by (3.21), only if the local field approximation holds (Section 3.1.1). Thus, in our model, these quantities are
not exactly equal, since we take into account the electron energy redistribution due to thermal conduction
and convection, by using the electron energy equation. However, in typical high pressure PDP conditions,
the electron temperature is almost in equilibrium with the applied electric field, so that the conclusions
derived in Chapter 4 for 7exc,e safely apply also to 7.
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Figure 5.6 (a) Normalized density of energy spent in Xe excitation calculated using the electron
energy equation. (b) Normalized density of energy spent in Xe excitation calculated using the
local field approximation. Results are presented for the reference case. The increment between the
contours and maximum in gray scale are the same as in Figures 5.4e and 5.4f. Height is measured
from the MgO layer surface.

discharge region is predicted, which, in agreement with our previous discussions, results in
substantially lower discharge efficiency. We found that when the local field approximation
is used instead of the electron energy equation the excitation efficiency is ~32% lower for
the reference case. Similarly large errors in the calculation of discharge efficiency when the
local field approximation is used instead of the electron energy equation are reported in
Hagelaar et al. [2001].

5.3 Effect of floating electrodes

In this section, we investigate the effect of the insertion of floating electrodes in the upper
dielectric layer. The geometry of the PDP cell with floating electrodes is as shown in Figure
5.7. The use of floating electrodes has been proposed as a way to improve the performance
of the PDP cell [Kim et al., 2000].

In our studies, we choose the width of the floating electrodes to be w;=150um, and
the distance from the sustain electrodes to be dy=20um (Fig. 5.7). All other parameters
were chosen to be the same as in the reference case. In addition, the same driving scheme
was used (Fig. 3.6). Since the floating electrodes are inserted in the region below the outer

ends of the sustaining electrodes, no significant change in the breakdown voltage of the cell
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Figure 5.7 Geometry of a coplanar-electrode PDP cell with floating electrodes inserted in the
upper dielectric layer.

is expected. We found that for w; <200pm the breakdown voltage is the same as in the
reference case to within an accuracy of a volt. We therefore applied the same sustaining
voltage to compare the floating-electrode PDP cell (Fig. 5.7) with the reference coplanar-
electrode PDP cell (Fig. 3.2b), which for brevity will heretofore be referred as the new and
standard structures respectively.

In Figures 5.8a and 5.8b, we show the dissipated energy density during one sustaining
period (Fig. 3.6) for the standard and new structure cases respectively. In both cases,
high dissipated energy density is observed in the regions directly below the dielectric layer
covering the sustaining electrodes. We also observe that the high dissipated energy density
region is more localized in the new structure case. In Figures 5.8c and 5.8d, we show the
total UV emission energy density integrated over all wavelengths considered (147 nm, 150
nm, and 173 nm) during one sustaining period for the standard and new structure cases
respectively. We observe that UV emission is confined to the regions below the dielectric
surface covering the sustaining electrodes. However, in both cases the region of high UV
emission is wider (note the different vertical scales for Figs. 5.8a,b versus Figs. 5.8c,d) when
compared to the region of high dissipated energy density (shown in Figs. 5.8a and 5.8b),
extending towards the lower dielectric layer. This result is due to diffusion of some of the
excited states of Xe which have long lifetimes. In addition, UV emission is more localized in

the new structure case, since the region where power is spent by electrons in Xe excitation
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Figure 5.8 (a), (b) Dissipated energy density for the standard and new structures respectively.
The increment between the contours is 2.94 x 103 J m~3. The maximum in the gray scale corresponds
to 2.94 x 10*Jm~3. (c), (d) UV emission energy density for the standard and new structures
respectively. The increment between the contours is 174 Jm . The maximum in the gray scale
corresponds to 1.74 x 102 Jm~23. Note the different vertical scale in each plot. In all cases height is
measured from the MgO layer surface.
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is more localized, as explained above (Figs. 5.8a and 5.8b). The discharge current and UV
emission confinement of the discharge by the new structure is expected to reduce cross talk
between adjacent cells in agreement with the experimental findings reported in Kim et al.
[2000]. The total UV energy emitted per sustain pulse in the new structure case was found
to be approximately equal to the UV energy emitted in a coplanar-electrode PDP cell with
electrode width w=260um (Fig. 5.2). However, the emitted UV energy is more confined in
the new structure case. The confinement of the discharge in the new structure case results
in a ~8% decrease in UV efficiency. Overall, the advantage of the new structure over the
standard structure is that the same total amount of UV light can be emitted in a more
confined area, thus limiting cross talk with adjacent cells, at the expense of some reduction
in efficiency.

In Figures 5.9a and 5.9b, we show the dissipated total power, dissipated electron power,
and power spent on Xe excitation in the PDP cell, as defined in (3.19), for the standard
and new structure cases respectively. Results are shown as a function of time, during the

discharge caused by the 4"

sustain pulse applied to the X electrode starting at t=14us. We
observe that the shape of the discharge power pulses are quite different, in agreement with
the experimental results for the discharge current waveform [Kim et al., 2000]. For the case
of the new cell structure, the voltage waveform has a double-pulse shape. Figures 5.9c and
5.9d show snapshots of the surface charge density deposited on the upper dielectric layer
for the standard and new structure cases respectively. Figure 5.9d also shows snapshots
of the induced surface charge density on the floating electrodes. The times corresponding
to the snapshots are also shown in Figures 5.9a and 5.9b with dots for comparison. It

4% pulse, the X electrode acts

should be noted that during the discharge caused by the
as the anode, while the Y electrode acts as the cathode. In the standard case, we observe
that initially the surface charge distribution is symmetric with respect to the center of the
sustain electrode gap. As the dielectric layer below the cathode is covered with positive
charge, the discharge path moves towards the outer ends of the electrodes. This process
continues until all the dielectric layer below the cathode is covered with positive charge, as
previously discussed. In the new structure case, a quite different behavior is observed. The
floating electrode below the cathode initially has a small charge density. The initial phase
of the discharge does not differ substantially from the standard case (Figs. 5.9a, 5.9b and

snapshots 1, 2 of Figs. 5.9¢, 5.9d). However, in the new structure case as the discharge

path moves towards the inner end of the floating electrode below the cathode, the surface
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Figure 5.9 (a), (b) Dissipated total power P,y = P.+ P, dissipated electron power P,, and power
spent on Xe excitation Pey. for the standard and new structures respectively. (c) Snapshots of the
surface charge density on the upper dielectric layer for the standard structure. (d) Snapshots of
the surface charge density on the upper dielectric layer and on the floating electrodes (with dashed
lines) for the new structure. The positions of electrodes are shown with dashed lines.
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charge on the floating electrode is redistributed. Negative charge is attracted on the inner
end of the floating electrode by the positive surface charge deposited on the dielectric layer
and the positive space charge in the sheath region (snapshot 2 of Fig. 5.9d). As negative
charge is accumulated in the inner end of the floating electrode, the electric field in the
discharge path is enhanced, more positive charge has to be deposited on the dielectric layer
before the discharge is quenched, and the discharge current consequently increases (Fig.
5.9b). In addition, since the total charge of the floating electrode is zero, positive charge
is accumulated on the outer end of the floating electrode. The electric field of the sustain
electrodes is screened by the positive charge, so that the discharge continues only until the
dielectric layer below approximately the inner half of the floating electrode is covered with
positive charge. This phenomenology explains the spatial confinement of the discharge in

the new structure case, which was apparent in Figs. 5.8a,b.

5.4 Effect of self-erase discharge waveform

In this section, we investigate the effect of using an alternative sustaining waveform. Figure
5.10 shows the self-erase discharge waveform used for the simulations discussed in this
section. The frequency of the waveform is 167 kHz and the rise and fall times of all pulses
are 100ns. The duration of the sustain pulse is 2us. Each sustain pulse is followed by an
assistant pulse of opposite polarity and 1us duration. The use of the self-erase discharge
waveform has been proposed as a way to improve the efficiency of the PDP cell [Hashimoto
and ITwata, 1999]. In the self-erase discharge waveform there is an idle period, between the
application of the sustain pulses. Under certain conditions, surface charges on the upper
dielectric layer deposited by the previous sustain discharge and space charges may cause
a self-erase discharge during the idle period. Part of the charge deposited by the previous
sustain discharge is erased. An assistant pulse may be applied during the idle period to
promote the self-erase discharge [Hashimoto and Iwata, 1999].

We compared the waveform shown in Figure 3.6 with the self-erase discharge waveform
shown in Figure 5.10, which will heretofore be referred as the standard and new waveforms
respectively. When the new waveform is used, the address electrode is floating during
the application of the sustaining waveform to prevent discharges between the address and
sustain electrodes. The reference coplanar-electrode PDP cell was used. The amplitude of

the sustaining voltage pulse is the same in both cases. We also investigate the effect of the
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Figure 5.10 The self-erase discharge waveform used in the simulations of Section 5.4. The

sustaining frequency is 167 kHz. The 2us sustain pulses are followed by a 1us assistant pulse. The
address electrode is floating during the sustaining phase.

variation of the amplitude of the assistant pulse év (Figure 5.10).

If no assistant pulse is used, the UV efficiency of the new waveform is ~17% higher than
the UV efficiency of the standard waveform, in good agreement with the experimentally
observed increase in the luminous efficiency [Hashimoto and Iwata, 1999]. When the new
waveform is used, a self-erase discharge during the idle period erases part of the surface
charge deposited by the previous sustain discharge, as mentioned above. As a result, the
duration of the next sustain discharge, which is determined by the time required to cover
the dielectric layer below the cathode with positive charge, is shorter. Every sustain dis-
charge is characterized by an initial period where the electronic current dominates and a
subsequent less efficient period where the ionic current in the sheath dominates. When the
new waveform is used, the second less efficient period is shorter so that the overall efficiency
is higher. In Figures 5.11a, 5.11b, and 5.11c we show the calculated UV efficiency, UV
energy and dissipated energy per period respectively as a function of the assistant voltage
dv. When comparing Figure 5.11b with Figure 5.2, it should be taken into account that
time integration is over one period (6us) in the first case, and over one sustain pulse (4us)
in the second case (Figs. 3.6, 5.10). The experimentally observed increase in luminance

and luminous efficiency [Hashimoto and Iwata, 1999], when the assistant pulse is applied,
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Figure 5.11 (a) UV efficiency as a function of the amplitude of the assistant pulse dv. (b) Total
UV energy emitted per period as a function of the amplitude of the assistant pulse dv. (c) Dissipated
energy per period as a function of the amplitude of the assistant pulse dv. (d) UV emission power
at 147nm for Jv=0. The two UV pulses caused by two subsequent sustain discharges have different

amplitude. The two smaller UV pulses are caused by self-erase discharges during the idle period
(Fig. 5.10).
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is not reproduced by the simulation. When the standard waveform is used, UV light emis-
sion is periodic with period equal to one half of the sustaining period, due to the fact that
UV pulses produced by sustaining pulses of opposite polarity are identical. When the new
waveform is used, two subsequent sustain discharge pulses and consequently the two cor-
responding light pulses are not identical, as shown in Figure 5.11d. The two smaller UV
pulses are caused by self-erase discharges during the idle period. This result is also observed
in the experiment [Hashimoto and Iwata, 1999]. We found that in a sequence of two sustain
discharge pulses, one of them has shorter duration and is more efficient for the reasons
described above. In the experiment [Hashimoto and Iwata, 1999], it was observed that the
luminance and luminous efficiency are maximized for Juv=10V. This observation may be
due to the fact that for the specific experimental conditions (cell geometry, driving scheme,
gas mixture) this particular amplitude of the assistant pulse represents an optimal match

between two subsequent sustain discharge pulses so that the overall efficiency is maximized.



Chapter 6

Efficient PDP cell geometry

designs

6.1 Introduction

In this chapter, we consider several non-standard cell geometry designs and investigate in
detail the effect of variations of the cell geometry design on the operating voltages and the
efficiency of the device. The alternative cell designs are variations of the standard coplanar-
electrode cell design used in most PDPs. In addition, we put forth new cell structures that
result in optimum device performance and evaluate the dependence of PDP performance
on the design parameters of these new structures. We use the two-dimensional (2-D) self-
consistent model, which was described in Section 3.1, to simulate the microdischarges in
PDP cells. In the remainder of the chapter, we present the results of our model for a new
electrode-shaping geometry (Section 6.2), a dielectric-shaping geometry (Section 6.3), and
the dependence of PDP cell performance on the design parameters of these new structures
(Section 6.4).

6.2 Electrode-shaping geometry

The geometry of the standard coplanar-electrode PDP cell used in the simulations is as
shown in Figure 3.2b. The output window of the device is supposed to be the top side of the
upper dielectric layer, noting that the sustain electrodes are transparent. In all cases, the gas

mixture filling the region between the dielectrics is a Xe-Ne mixture with 4% Xe at a pressure
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Figure 6.1 (a) Schematic of the electrode-shaping geometry. (b) Schematic of the dielectric-
shaping geometry. (c) Schematic of a geometry design involving two different dielectric layers. (d)
Schematic of a geometry design with modified shape of the lower dielectric layer.

of 500 Torr. The height and width of the cell are H=210pym and L=1260um respectively.
Our reference case is characterized by the parameter values g=100pm, w=300pm, d;=30pm,
ds=30pm, and €,=10, where g is the electrode gap length, w is the sustain electrode width,
di,dy are the lengths of the upper and lower dielectric layers respectively, and ¢, is the
dielectric constant. This reference case is the same as the one used in Chapter 5 (Section
5.2). The voltages applied to the three electrodes during the simulation are shown in Figure
3.6.

As in Chapter 5, we focus our attention on the operating voltages and the luminous
efficiency of the PDP cell. In our studies, we investigate the effect of cell geometry design
on the numerical values of the minimum sustaining voltage Vsmin and the firing voltage V;
(Section 1.2). The calculation of Vg, and Vi is done as in Chapter 5 (Section 5.2.1). In

cases of non-constant discharge gap length (e.g., Fig. 6.1b), we use the minimum value of the
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Figure 6.2 Luminous efficiency  and mid-margin voltage Vs, of various cell geometry designs.
Results are shown for the standard coplanar-electrode, the electrode-shaping, and the dielectric-
shaping geometries. The effect of the variation of the sustain electrode gap length g and of the
upper dielectric layer length dy is shown for the standard geometry. All other cell parameters are
the same as in the reference case. Note that the reference case corresponds to the intersection point
of the two curves.

gap length Dy, in equation (5.1). As in Chapter 5, for the calculation of luminous efficiency
7, as defined in (3.15), the sustaining voltage is chosen to be the mid-margin voltage, and
the efficiency of the PDP cell is calculated in the periodic steady state, typically involving
the application of at least 5 sustaining pulses (Section 5.2.2).

In the standard coplanar-electrode geometry there is a trade-off between high luminous
efficiency and low operating voltages (Section 5.2.2)[ Veronis and Inan, 2002a]. In Fig. 6.2
we show the effect of the variation of the sustain electrode gap length g (Fig. 3.2b) on the
luminous efficiency 1 and the mid-margin voltage Vg, of the PDP cell. We observe that
larger values of g result in larger values of both 7 and Vsp,. Similarly, larger values of the
length of the lower dielectric d; (Fig. 3.2b) results in larger values of both n and Vgp,.

Fig. 6.2, also shows the luminous efficiency 7 and mid-margin voltage Vs, for alternative

cell geometry designs. In Fig. 6.1a we show a PDP cell geometry with modified shape of



96 CHAPTER 6. EFFICIENT PDP CELL GEOMETRY DESIGNS

sustain electrodes which for brevity will heretofore be referred to as the electrode-shaping
geometry. This new design is characterized by the design parameters a; and as. Fig. 6.2
shows 7 and Vg, for this electrode-shaping geometry with a;=100pm and a9=22.5um, all
other parameters being the same as in the reference case. We observe that the mid-margin
voltage Vg, is essentially the same as in the reference case, while the luminous efficiency 7
increases by ~16%. If a1 and ay are kept constant, and the sustain electrode width w is
increased from 300pm to 400pum, the increase in the luminous efficiency 1 with respect to the
reference case is found to be ~20%, while the operating voltage increases by only a few volts.
It should be noted that the substantial increase in 7 for the electrode-shaping geometry,
when w is increased, is not observed in the standard coplanar-electrode geometry, as shown
in Fig. 6.2. It should also be noted that for a given cell width L the sustain electrode
width w has to be small enough to ensure that no undesired discharges occur with sustain
electrodes of adjacent cells. Thus, there is a limit to the increase in efficiency that can be
achieved in the electrode-shaping geometry by increasing w.

It is obvious from the results presented in Fig. 6.2 that the electrode-shaping geometry
has better performance than the standard coplanar-electrode geometry of Fig. 3.2b. It
results in increase in luminous efficiency without substantial increase of the operating volt-
ages. The operating voltages remain the same because the structure in the middle of the
cell is the same in both the standard coplanar-electrode and electrode-shaping geometries.
Figures 6.3a and 6.3b show equipotential lines for the standard and the electrode-shaping
geometries respectively. We observe that in both cases the electric field in the gap is max-
imum in the region between the two sustain electrodes in the cell center. As the applied
voltage is increased, the breakdown condition first occurs in discharge paths in this high-
field region. We observe that the electric field structure is the same for both designs in
the high-field region and that the breakdown voltage is therefore not significantly differ-
ent. In other words, the different shape of sustaining electrodes of the new structure does
not significantly perturb the electric field distribution in the region where breakdown first
occurs.

In order to better understand the reasons for the increase in the luminous efficiency, we
focus our attention on the excitation efficiency 7exc, as defined in (3.17). Our analyses indi-
cate that the effect of cell geometry variations on 73, as defined in (3.16), is small, because
the rates of the reactions that lead to emission of UV photons from Xenon excited states

are solely determined by the gas mixture composition. Similarly, the effect of cell geometry
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Figure 6.3 (a), (b), (c) Equipotential lines for the standard, the electrode-shaping, and the
dielectric-shaping geometries respectively at the end of a sustaining period.
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variations on 74, as defined in (3.16), is small. Although we might expect that geometry
variations could result in UV emission closer to the phosphor layer, and therefore higher
N4, the increase in 74 is relatively small for the two-dimensional cell geometry variations
considered herein. We therefore focus our attention on the excitation efficiency 7exc = 7172
representing the components of the overall efficiency most significantly affected by geometry
variations.

In Figures 6.4a and 6.4b, we show the dissipated ion power, dissipated electron power,
and power spent on Xe excitation in the PDP cell, as defined in (3.19), for the standard
(Fig. 3.2b) and electrode-shaping (Fig. 6.1a) geometries respectively. Results are shown as

a function of time, during the discharge caused by the 5

sustain pulse applied to the Y
electrode starting at t=18us. We observe that the duration of the discharge is shorter for
the electrode-shaping geometry and that the peak power dissipation is higher by almost a
factor of 3.

We may note that the excitation efficiency can also be written as in (5.2). Equation
(5.2) suggests that the excitation efficiency 7ex. is obtained by integrating (over space and
time) the power spent for Xenon excitation (pexc) normalized by the total energy dissipated
in the discharge (e4o). For purposes of brevity, this quantity, which is directly related to
the excitation efficiency, will heretofore be referred to as the normalized power spent for
Xenon excitation. In Figures 6.4c and 6.4d we show the normalized power spent for Xenon
excitation, integrated over 5ns time intervals, for the standard (Fig. 3.2b) and electrode-
shaping (Fig. 6.1a) geometries respectively. We observe that high excitation occurs both in
the cathode sheath - plasma interface and in the bulk plasma regions [Punset et al., 1999].
The bulk plasma excitation region is wider in the electrode-shaping geometry (snapshots
2, 3, 4 of Figs. 6.4c, 6.4d), for which the outer ends of the sustain electrodes are closer to
the gap (Fig. 6.1a) so that the electric field is enhanced in the corresponding gap region.
Due to the enhancement of the electric field in the outer parts of the gap, wider discharge
paths become increasingly favorable in this new structure. We note that wider plasma region
results in higher discharge efficiency. The cathode ion sheath region is characterized by high
electric fields and high electron temperatures, while the bulk plasma region is characterized
by much lower electric fields and consequently lower electron temperatures. In Fig. 6.5 we
ShOW 7)exc,e, as defined in (3.21), as a function of electron mean energy, in constant uniform
electric fields, obtained using ELENDIF [Morgan and Penetrate, 1990]. We observe that

Nexc,e 18 maximized at ~4 eV. Our analyses indicate that, during the discharge, the electric
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Figure 6.4 (a), (b) Dissipated ion power P,, dissipated electron power P, and power spent on Xe
excitation Pexc for the standard and electrode-shaping geometries respectively. (c), (d) Normalized
power spent for Xenon excitation, integrated over bns consecutive time intervals, for the standard and
electrode-shaping geometries respectively. The starting time for integration is 75ns and 70ns after
the beginning of a sustaining period for the standard and electrode-shaping geometries respectively.
The maximum in the gray scale corresponds to 1.73 x 10’ m~2. The contours correspond to 0.05,
0.1, 0.15, 0.2, 0.5, 0.8 of the maximum value. Note the different vertical scale in each plot. In all
cases height is measured from the MgO layer surface.
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field is high enough to sustain electron temperatures above this threshold in all regions
of significant excitation. Local electron excitation efficiency 7o ! , as defined in (5.3), is
therefore a decreasing function of electron temperature for PDP discharge conditions. It is
for this reason that the bulk plasma region of the discharge is more efficient than the sheath
region and that wider plasma region results in higher efficiency. In addition, we observe
that the bulk plasma region in the electrode-shaping geometry is more efficient than the
bulk plasma region of the standard structure (snapshots 2, 3 of Figs. 6.4c, 6.4d), due to
lower electric fields and consequently lower electron temperatures in the bulk plasma region.
Finally, we observe that the cathode sheath region is also more efficient in the electrode-
shaping design (snapshots 4, 5 of Figs. 6.4c, 6.4d). Excitation is more confined in the
cathode region of the standard structure. As mentioned above, the electric field is higher
in the outer part of the gap in the electrode-shaping geometry. Electron temperatures are
therefore higher and 7j; is lower. However, the excitation region in the cathode ion sheath
for the electrode-shaping geometry includes a ‘tail’ region (snapshots 4, 5 of Fig. 6.4d) so
that the cathode region is overall more efficient for this new structure. We found that the
‘tail’ excitation region is due to longer discharge duration in individual discharge paths in
the electrode-shaping geometry, because it takes more time to produce (via ionization) the
charge required to quench the discharge. For example, in the case presented in Fig. 6.4, the
distance of the outer part of the sustain electrodes from the gap for the electrode-shaping
design is 7.5um, while that for the standard design it is 30pum. The equivalent capacitance
and therefore the charge required to quench the discharge is thus four times larger in the
electrode-shaping geometry. Although the electric field in the ion sheath is also much larger
in the electrode-shaping geometry, the time required to quench the discharge is longer due
to the highly nonlinear saturation effect of the ionization coefficient at high electric fields
[Raizer, 1997, p. 57]. The partial covering of the dielectric layer with charge results in a
prolonged discharge in a low electric field regime which favors high efficiency, as mentioned
above. In summary, the new electrode-shaping geometry (Fig. 6.1a) is more efficient than

the standard coplanar-electrode geometry (Fig. 3.2b), because the local excitation efficiency

!Note that, as we mentioned in Section 5.2.2, fj» is not exactly the same as the fundamental inherent
property of the gas mixture 7exc,e, defined by (3.21). The quantity 7fexc, was defined to be a function of
the reduced electric field E/N. Since we use the electron energy equation, the electron temperature in our
model is determined by the solution of the electron energy equation and not by the local reduced electric
field. In our model, the quantity 72 is exactly the same as the quantity plotted in Fig. 6.5 if the electron
mean energy (x-axis) is self-consistently calculated by solving the electron energy equation.



6.3. DIELECTRIC-SHAPING GEOMETRY 101

100
<
S sl
>
Q
=)
.8
O 60}
=
o
2
5 40H
g
S
15}
9 20
84

0

10 20 30
Electron mean energy (eV)

Figure 6.5 The electron excitation efficiency 7, as a function of the electron mean energy.

is higher in both the cathode ion sheath and the bulk plasma region, and because the more
efficient bulk plasma region is wider.

As we noted above, the overall duration of the discharge is shorter in the electrode-
shaping geometry (Figs. 6.4a, 6.4b, and Figs. 6.4c, 6.4d). Once the sustain voltage pulse is
applied, the time required to reach breakdown is shorter in discharge paths below the outer
parts of the sustain electrodes in this new structure, due to the larger overvoltage [Raizer,
1997, p. 133]. Thus, the discharges in individual discharge paths in the electrode-shaping

geometry initiate earlier but last longer.

6.3 Dielectric-shaping geometry

In Fig. 6.1b we show a PDP cell with modified shape of the upper dielectric which for
brevity will heretofore be referred as the dielectric-shaping geometry. This design was first
proposed (without the performance analysis presented here) in Shon et al. [2001] as a way

to improve the efficiency of the PDP cell. The dielectric-shaping geometry is characterized
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by the design parameters a3 and a4. In Fig. 6.2 we show 7 and Vg, for the dielectric-
shaping geometry with a3 =260pm and a4 =22.5pum. All other parameters are the same
as in the reference case. We observe that the mid-margin voltage Vg, is essentially the
same as in the reference case, while the luminous efficiency 7 increases by ~14%. As in the
electrode-shaping geometry, if ag and a4 are kept constant, and the sustain electrode width
w is increased from 300um to 400um, the increase in the luminous efficiency n with respect
to the reference case is found to be ~17%, while once again the operating voltage increases
by only a few volts.

The dielectric-shaping geometry (Fig. 6.1b) has obviously better performance than the
standard coplanar-electrode geometry (Fig. 3.2b) and results in larger luminous efficiency
without substantial increases of the operating voltages, similarly to the electrode-shaping ge-
ometry (Fig. 6.1a). The similar behavior of the two new structures could be expected, since
in both cases the modification in cell design basically results in larger equivalent capacitance
of the outer part of the sustain electrodes. We found that the increase in the efficiency with-
out any substantial increase of the operating voltages for the dielectric-shaping geometry
can be interpreted in the same way as the improved performance of the electrode-shaping
geometry, which was described above in detail. We should nevertheless note two impor-
tant differences in the performance of these two new structures. Firstly, we observe in Fig.
6.2 that the electrode-shaping geometry has higher luminous efficiency than the dielectric-
shaping geometry. Our analyses indicate that 7, is higher for the electrode-shaping design.
The region of high excitation and consequently high UV emission directly below the upper
dielectric layer is closer to the phosphor layer in the case of the electrode-shaping design,
so that more emitted UV photons reach the phosphor. Secondly, in Fig. 6.6a we show the
dissipated ion power, dissipated electron power, and power spent on Xe excitation in the
PDP cell, as defined in (3.19), for the dielectric-shaping geometry. We observe that the
peak ionic current is much higher in the dielectric-shaping geometry in comparison with
the electrode-shaping geometry. The very large increase in ionic current in the dielectric-
shaping geometry is observed when the discharge in the cathode region reaches the point
at which the upper dielectric layer length becomes shorter (Fig. 6.1b). We note that both
of the alternative new structures are characterized by points of sharp variation of either the
electrode shape (Fig. 6.1a) or the upper dielectric shape (Fig. 6.1b). The electric field is

very large in the vicinity of the sharp points, as is shown in the equipotential contours in
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Figure 6.6 (a) Dissipated ion power P, dissipated electron power P,, and power spent on Xe
excitation Pexc for the dielectric-shaping geometry. (b) Normalized power spent for Xenon excitation,
integrated over a 5ns time interval, for the dielectric-shaping geometry. The starting time for
integration is 80ns after the beginning of a sustaining period. The increment between the contours
and maximum in gray scale are the same as in Figures 6.4c and 6.4d. Note the different vertical
scale. Height is measured from the MgO layer surface.
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Figs. 6.3b and 6.3c for the electrode-shaping and the dielectric-shaping geometries respec-
tively. However, in the case of the electrode-shaping geometry, the sharp point is inside the
dielectric layer so that the increase in the ionic current in the cathode sheath region is not
as dramatic as that observed in the dielectric-shaping geometry. Finally, in Fig. 6.6b we
show the normalized power spent for Xenon excitation, integrated over a 5ns time interval,
for the dielectric-shaping geometry for comparison with the standard (Fig. 6.4c) and the
electrode-shaping geometries (Fig. 6.4d).

6.4 Dependence of cell performance on design parameters

We now investigate the effect of the design parameters of the new PDP cell structures on
the luminous efficiency and the operating voltages of the PDP cell. Figs. 6.7a, 6.7c show
the dependence of 7, and of V, Vgmin, Vsm respectively on parameter a; of the electrode-
shaping geometry (Fig. 6.1a). We note that a; =0 corresponds to a cell design with the
sustain electrodes fully inserted in the upper dielectric layer. As expected, analyses indicate
that this design has essentially no difference in performance from a standard coplanar-
electrode design (Fig. 3.2b) having the same distance of sustain electrodes from the gap.
We also note that a; = w corresponds to the standard coplanar-electrode design. We
observe that as a; is increased, both the efficiency and the operating voltages increase. The
efficiency is maximized for a; =100pum, with any further increases of a; leading only to
increase in the operating voltages. We conclude that the electrode-shaping geometry has
better performance than both the standard coplanar-electrode design (Fig. 3.2b) and the
equivalent design with the standard sustain electrodes fully inserted in the upper dielectric
layer. In addition, for a specific value of as there appears to be an optimum value of a;.
In Figs. 6.7b, 6.7d we show the dependence of n, and of V;, Vomin, Vsm respectively on
the parameter as of the electrode-shaping geometry, noting that as =0 corresponds to the
standard coplanar-electrode design. We observe that the luminous efficiency of the PDP cell
increases substantially as as is increased, while the operating voltages remain essentially the
same. The interpretation of the improved performance of this new structure (Fig. 6.1a) was
discussed in detail in Section 6.2. Figure 6.7 further shows that the increase in efficiency is
maximized for as =22.5um. Analyses indicate that for large values of as the efficiency of the
discharge in heating the electrons 7; is a decreasing function of as. As as is increased, the

electric field in the ion sheath region increases and the sheath length decreases. As a result,
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Figure 6.7 (a) Luminous efficiency 7 as a function of parameter a; of the electrode-shaping
geometry for ap =20um (Fig. 6.1a). All other cell parameters are the same as in the reference
case. (b) n as a function of parameter ay of the electrode-shaping geometry for a; =100um (Fig.
6.1a). All other cell parameters are the same as in the reference case. (¢) The firing voltage V; and
the minimum sustaining voltage Vamin as a function of a;. The dashed line shows the mid-margin
sustaining voltage Vsm used for the calculation of the efficiency. (d) V¢, Vsmin, and Vs, as a function
of as.

the efficiency of the discharge in heating the electrons in the sheath region is a decreasing
function of as. This effect dominates for large values of as and results in a decrease of 7,
and subsequently of 7.

Figs. 6.8a, 6.8c, and 6.8b, 6.8d show similar results for the dielectric-shaping design and
the equivalent design of Fig. 6.1c respectively. The structure of Fig. 6.1c¢ was first proposed
(without the performance analysis presented here) in Shon et al. [2001] as a way to improve
the efficiency of the PDP cell. The increase of the equivalent capacitance of the outer part
of the sustain electrodes in this case is achieved by using a material with a larger dielectric

constant €, in parts of the upper dielectric layer. Figs. 6.8a, 6.8c show the dependence of 7,
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Figure 6.8 (a) Luminous efficiency i as a function of parameter a4 of the dielectric-shaping
geometry for az3=260um (Fig. 6.1b). All other cell parameters are the same as in the reference case.
(b) n as a function of the dielectric constant €,5 of the geometry of Fig. 6.1c for as=200um. All other
cell parameters are the same as in the reference case. (c) The firing voltage V¢ and the minimum
sustaining voltage Vsmin as a function of as. The dashed line shows the mid-margin sustaining
voltage Vsm used for the calculation of the efficiency. (d) V¢, Vomin, and Vs, as a function of g.9.

and of V¢, Vomin, Vsm respectively on parameter a4 of the dielectric-shaping geometry (Fig.
6.1b), while Figs. 6.8b, 6.8d show the dependence of 1, and of Vi, Vsmin, Vsm respectively
on the dielectric constant €. of the geometry of Fig. 6.1c. In both cases, we observe
dependences that are similar to those noted for the electrode-shaping geometry. In all three
cases, the larger equivalent capacitance of the outer part of the sustain electrodes results
in larger luminous efficiency of the PDP cell without significant change in the operating
voltages. The increase in the efficiency of the device is maximized for a specific value of the
corresponding design parameter in each case for reasons described above.

We note that combination of the three different ways of increasing the equivalent ca-

pacitance of the outer part of the sustain electrodes does not result in further increase in
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efficiency. For example, Figure 6.7 shows that the efficiency of the electrode-shaping ge-
ometry is maximized for ag =22.5um. If the equivalent capacitance is further increased
by increasing ao, the efficiency decreases. We verified that, as expected, if the equivalent
capacitance is increased, by either the dielectric-shaping or the dielectric constant methods,
the efficiency still decreases.

For the two-dimensional cell geometry variations considered in this article, the electrode
shape of the structure of Fig. 6.1a is found to be optimal. For this purpose, we considered
alternative shapes of sustain electrodes, for example, a cell design with slanted sustain
electrodes [Shin et al., 1999]. In such a design, the equivalent capacitance increases linearly
with distance rather than sharply as in Fig. 6.1a, and results in lower efficiency. The
structure of Fig. 6.la is optimal because it is identical to the standard structure in the
middle of the cell (Fig. 3.2b), so that the operating voltages do not change, while in
the outer part of the cell it results in higher equivalent capacitance and higher luminous
efficiency. We also examined the effect of variations of the lower dielectric layer on the
performance of the cell, for example as shown in Fig. 6.1d. Such a design results in wider
discharge area and consequently higher excitation efficiency 7ex. for the reasons described
above. However, the overall efficiency 7 is not larger than the efficiency of the standard
structure (Fig. 3.2b). Analyses indicate that the modification of the lower dielectric layer
shape and consequently of the phosphor layer shape in the structure of Fig. 6.1d results in
lower n4. This result is consistent with the fact that most of the visible photons emitted

from the vertical sides of the phosphor layer are lost.
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Chapter 7

Summary and suggestions for

future work

7.1 Summary of results

We have considered the fundamental kinetic behavior under an applied electric field of
homogeneous, unbounded inert gas mixtures to compare the breakdown field and electron
excitation efficiency of Ne-Xe, He-Xe and Ne-Xe-Ar mixtures used in PDPs. FElectron
excitation efficiency is an increasing function of Xe concentration in Ne-Xe and He-Xe
mixtures, although He-Xe mixtures were found to be less efficient than Ne-Xe mixtures with
the same Xe concentration. The fractional increase in electron excitation efficiency is found
to be very small for Nxe > 0.1N. For Ne-Xe mixtures with Nx./Nne = 5/95, addition of a
small amount of Ar results in a slight minimum in the breakdown field at Na,/N ~ 0.01,
while the electron excitation efficiency increases only slightly. For Ne-Xe mixtures with
Nxe/Nne = 10/90, addition of a small amount of Ar increases the breakdown field. Based on
these results, addition of Ar to Ne-Xe mixtures does not lead to any significant improvement
in PDP performance, either in terms of electron excitation efficiency or breakdown voltage
level. Using a one-dimensional model of an AC PDP cell, we confirmed the validity of
the conclusions derived by the homogeneous and unbounded kinetic model [ Veronis et al.,
2000].

In addition, we used a two-dimensional self-consistent model to investigate the effect of
the variation of the cell design parameters on the operating voltages and UV efficiency of a

coplanar-electrode PDP cell. As the sustain electrode gap g or the upper dielectric length d
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is increased, or as the dielectric constant €, is decreased both the efficiency and the operating
voltages increase. If the sustain electrode width w is varied, there is no significant change in
either the efficiency or in the operating voltages. Analysis of the factors that determine the
UV efficiency showed that the wider the discharge area the higher the efficiency. We also
used the model to investigate the effect of the insertion of floating electrodes in the upper
dielectric layer. We found that, if this new structure is used, the same total amount of UV
light can be emitted in a more confined area, thus limiting cross talk with adjacent cells,
while efficiency decreases by ~8%. We also investigated the effect of applying a self-erase
discharge sustaining voltage waveform. Use of this new waveform results in ~17% increase
of the UV efficiency, although the experimentally observed further increase of the efficiency
when assistant pulses are used was not reproduced by the simulation [Veronis and Inan,
2002a).

Finally, we used the two-dimensional self-consistent model to investigate the perfor-
mance of several non-standard plasma display panel cell geometry designs. The model was
used to calculate the voltage margin and the steady state luminous efficiency of PDP cells
at their mid-margin sustaining voltage. A cell design with modified shape of sustain elec-
trodes was found to have ~20% larger luminous efficiency, without substantial increase of
the operating voltages, when compared to the standard coplanar-electrode design. A cell
design with modified shape of the upper dielectric was found to have ~17% larger luminous
efficiency, once again without substantial increase of the operating voltages. Similar per-
formance improvement is achieved by a design involving two different dielectric layers. The
new geometries are more efficient than the standard coplanar-electrode geometry, because
the local excitation efficiency is higher in both the cathode ion sheath and the bulk plasma
region, and because the more efficient bulk plasma region is wider, due to the increase of the
equivalent capacitance of the outer part of the sustain electrodes. Detailed investigation of
the dependence of cell performance on the design parameters of these structures indicates
that the increase of luminous efficiency is maximized for specific values of the corresponding
design parameter in each case. Other designs involving alternative shaping of the sustain
electrodes or of the lower dielectric layer were found to be less efficient [ Veronis and Inan,
2002b).



7.2. SUGGESTIONS FOR FUTURE WORK 111

7.2 Suggestions for future work

The two-dimensional model of PDP cells should be extended in three dimensions. First,
the two-dimensional variations of the standard coplanar-electrode PDP cell proposed in this
dissertation (modified shape of sustain electrodes, modified shape of the upper dielectric,
two different dielectric layers) should be optimized in three dimensions. In addition, a
three-dimensional model will enable the investigation of new non-standard cell geometry
designs involving three-dimensional variations of the coplanar-electrode PDP cell.

In this dissertation, we investigated the effect of gas mixture (Chapter 4), and cell
geometry (Chapters 5, and 6) on the performance of PDP cells. The effect of non-standard
voltage waveforms should also be investigated. In Section 5.4, we found that the self-erase
discharge sustaining voltage waveform proposed by Hashimoto and Iwata [1999] results in
~17% increase of the UV efficiency. The effect of voltage pulse shape on the performance of
the device should be investigated in detail. It is interesting to note that the models suggest
that the discharge initiates during the rise time of the voltage pulse (Fig. 3.7). Thus,
variation of the pulse shape during its rise time could possibly affect the PDP efficiency.

It is also important to fabricate and test the new geometries proposed in this dissertation
(Chapter 6). Model displays should be fabricated and tested. The voltage margin as
well as the luminous efficiency of the display should be measured. As we mentioned in
Section 1.3, PDP cells are small and provide limited access for diagnostic measurements.
As a result, experimental studies of the transient plasma discharges in PDPs are extremely
difficult. Thus, experimental studies usually focus on measurement of operating voltages
and luminous efficiency. Alternatively, macroscopic plasma display cells can be designed in
order to more easily study the plasma evolution in PDP discharges [Callegari et al., 2000].
The dimensions of the macro-cells are typically 100 times larger and the gas pressure is
100 times smaller. Although some of the properties of the discharge pulse do not follow
the classical similarity laws [Raizer, 1997, p. 133], the macro-cells can be a useful tool for
improving our understanding of discharges in PDP cells.

Over the last few years, PDP manufacturers developed displays with luminous efficiency
of ~1.2 Im/W. With improvements in the cell geometry and voltage driving waveforms, there
is a good prospect of achieving a luminous efficiency of 2-3 lm/W [Uchiike and Hirakawa,
2002].
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