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Abstract

This dissertation presents a study of several aspects of the resonant interaction be-

tween energetic radiation-belt electrons and lightning generated, magnetospherically-

reflecting (MR) whistler mode waves in the inner magnetosphere.

We initially develop a first-order model to estimate the L-shell dependence of the

precipitation flux of energetic electrons driven by MR whistlers injected at 25◦, 35◦,

and 45◦ geomagnetic latitude, assuming first a horizontally stratified ionosphere and

then an ionosphere containing realistic horizontal density gradients as given by the

International Reference Ionosphere (IRI) model. Results indicate that in the region

1.4 < L < 1.62, a narrow (in L-shell extent) peak in the precipitation signature can

result due to the focusing of the whistler wave packet on the first magnetospheric

traverse. A wide bulge is formed in the region L > 1.8 due to subsequent “hops” of

the whistler wave energy, and the tendency of the whistler to move slowly outward

in L with each hop. By examining the flux of electrons with energy > 150 keV, we

obtain excellent agreement with measurements of flux enhancements observed in the

drift loss-cone, aboard the SAMPEX satellite.

We then turn our attention to the detailed calculation of the frequency-time (f−
t) characteristics and power of an MR whistler generated by a single cloud-ground

discharge at a given latitude, as it would appear on a satellite at any point in the

magnetosphere. By developing an extensive ray tracing and interpolation technique,

we simulate a whistler observed aboard the OGO 1 satellite to find excellent agreement

between theory and measurement. We then simulate the f−t spectra that would be

produced by lightning injection latitudes of 25◦, 35◦, 45◦ and 55◦ geomagnetic latitude,

and observed on the geomagnetic equator at L = 2, 2.5, 3, 3.5, and 4. We vary the cold
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plasma density distribution through which the whistler wave propagates, and obtain

MR whistler signatures that clearly reflect the properties of the medium traversed by

the wave.

Using the formulation described above, we compute the f−t spectra of an MR

whistler at 1◦ latitude bins along a given field line, thus estimating the wave structure

as a function of frequency and time. By treating the pitch-angle scattering in each

latitude bin as being incoherent with respect to that produced in any other latitude

bin, we calculate the precipitated flux of energetic electrons as a function of time, at

every latitude bin on the field-line, including gyro-harmonic resonance interactions of

order +5 to −5, as well as the zero order or Landau resonance. We use a realistic

AE8 flux distribution for the trapped flux composing the radiation belts, with a

sinusoidal pitch-angle distribution tending to zero at the loss-cone. Results indicate

that MR whistler-induced precipitation episodes can last for tens of seconds and

moves to higher L-shells (and hence latitudes) on both short (0.1 sec) and long (10

sec) timescales, covering a geographic region measuring hundreds of kilometers.

We conclude that the flux of precipitating, energetic, radiation belt electrons

driven by lightning generated magnetospherically reflecting whistler waves is con-

sistently detectable in the drift loss cone, and produces unique signatures which can

be detected using either satellite-borne instruments or ground-based techniques.
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Chapter 1

Introduction

1.1 Purpose

The purpose of this dissertation is to quantitatively examine the impact of terres-

trial lightning discharges on the Earth’s electron radiation belts (or Van Allen belts),

through the cyclotron resonant pitch-angle scattering of energetic electrons by mag-

netospherically reflected (MR) whistler waves, and the resultant precipitation of the

electrons onto the ionosphere. The primary tool that we use is numerical modeling

to determine whistler ray paths and to estimate the wave-induced pitch-angle scat-

tering resulting from the resonant wave-particle interactions in the magnetosphere,

with inputs based on satellite measurements (e.g., particle distributions, wave dy-

namic spectra) and ground-based observations (e.g., lightning spectra, ionospheric

collisional damping). The specific areas we focus our attention on are: (i) determi-

nation of the broad spatial distribution of precipitation due to a single MR whistler

wave packet and the primary factors affecting this distribution; (ii) development of

a technique to effectively model the observed frequency-time (f−t) spectra of MR

whistler waves, which helps us to determine the factors affecting these spectra, and

(iii) computation of the expected temporal signature of the differential number flux

of precipitating energetic electrons at the northern and southern ‘feet’ of a given field

line where an MR whistler wave scatters electrons into the loss-cone.
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START TIME

Figure 1.1: MR whistler observed aboard the POLAR satellite in the 8 sec interval
starting at 0016:24 UT on May 5th 1996, showing 8 distinct components.

1.2 Scientific background

The general phenomenon of lightning-induced electron precipitation (LEP) is an im-

portant manifestation of the coupling of the dynamics of the radiation belts (an

important component of what is now known as Space Weather), to those of lightning

and thunderstorms (i.e., terrestrial weather). The particular topic of interest in this

dissertation, namely electron precipitation driven by MR whistlers, is one component

of the LEP process that has not been quantitatively studied up to now. In the fol-

lowing, we review some of the major elements involved in the LEP process, discuss

the placement of this topic in the broader context of sun-Earth relations, and review

past work upon which this dissertation is built.

1.2.1 What is an MR whistler?

Magnetospherically reflected whistler waves were first observed aboard the OGO 1

satellite [Smith and Angerami, 1968]. Fortunately, the technique of numerical ray

tracing had matured just in time through the efforts of Hines [1957] and Kimura

[1966] to allow Smith and Angerami [1968] to accurately interpret the multiple wave

components in their observations as magnetospheric reflections of the obliquely prop-

agating, lightning-generated whistler wave packet.
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Figure 1.2: Illustration of a lightning discharge radiating ELF and VLF waves that
propagate away from the source in the Earth-ionosphere waveguide and leak into the
magnetosphere.

Figure 1.1 shows an example of a typical MR whistler observed with the plasma

wave instrument(PWI) aboard the POLAR satellite. As shown, the frequency-time

spectrum usually consists of several traces or components that are temporally spaced

in a pattern determined largely by the location of the satellite (c.f. Section 4.3). The

first trace shows relatively little dispersion indicating that the propagation path length

between the lightning source and satellite was short compared to the propagation path

length of subsequent components. The series of traces gradually develops “nose”

frequencies, or frequencies of minimum time delay, and both the upper and lower

cutoff frequencies of the traces tend towards a central value with time [Edgar, 1972];

for example, in Figures 1.1 and 1.3 this central value is ∼2 kHz .

The sequence of events leading up to the formation of a magnetospherically re-

flected whistler is as follows: first, a terrestrial cloud-to-ground lightning discharge

occurs and radiates a broad spectrum of electromagnetic (EM) waves, including waves

in the extra low frequency (ELF) and very low frequency (VLF) bands, i.e., 300 Hz

to 30 kHz. These ELF/VLF waves propagate away from the lightning source in the

Earth-ionosphere waveguide, reflecting many times between the surface of the Earth

and the ionosphere.
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Since the ionosphere is not perfectly conducting and because of the fact that the

presence of the Earth’s magnetic field allows the propagation of wave modes well

below the plasma frequency [Helliwell, 1965, p.31], a fraction of the wave energy

leaks through and propagates to the top of the ionosphere, and further up to the

magnetosphere as illustrated in Figure 1.2. During this transionospheric traverse, the

wave power is diminished due to collisional damping between electrons and neutral

particles [Helliwell, 1965, p.71].

Once the ELF/VLF waves reach the top of the ionosphere (taken in our work

to be at 1000 km altitude), we assume that geometric optics theory holds (since

the medium is slowly varying over spatial scales comparable to a wavelength) and

employ the technique of numerical ray tracing to determine the ray paths of the

whistler waves. The use of ray tracing is necessary to numerically determine the

time evolution of the wave packet because, in general, nonducted propagation in the

anisotropic and inhomogeneous magnetospheric medium cannot be analyzed using

closed form expressions.

The formation of multiple f−t traces (labeled 1−8 in Figure 1.1) is illustrated

in Figure 1.3, where we show that each trace forms as a result of the different ray

paths followed by the MR whistler components. Due to the efficient spreading of the

wave energy in the Earth-ionosphere waveguide, the whistler waves are injected into

the magnetosphere over a broad range of latitudes surrounding the source, and waves

from every portion of this latitude range may travel from their injection point to the

satellite location along different paths.

For instance the first trace (labeled “1” in Figure 1.1 and 1.3a) comes about due to

whistler waves propagating directly from their injection point to the satellite (purple

ray path). The whistler waves injected at latitudes between those of the purple path

and blue path in Figure 1.3 miss the satellite entirely, but the waves injected in the

vicinity of the blue ray path are observed on the satellite after reflection (the nature

of this type of reflection will be described in Section 2.3), forming the second trace.

Similarly, waves injected between the blue and red paths are not observed, but those

injected in the vicinity of the red path are recorded after a second reflection occurring

in the northern hemisphere, thus constituting the third trace. We have only shown
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Figure 1.3: Formation of three distinct MR whistler traces resulting from the three
different ray paths taken by portions of the MR whistler from lightning source to
satellite. Only ray paths for 1.5 kHz are shown; ray paths for other frequencies are
similar but not identical.

3 rays of a single frequency component, namely 1.5 kHz, as indicated by the dashed

line in the left panel of Figure 1.3. Other frequency components behave similarly but

their injection latitudes are slightly displaced from that of the 1.5 kHz component in

order to intercept the satellite (due to their frequency-dependent ray paths).

In the context of MR whistlers the plasmasphere thus acts as a resonant cavity,

storing the wave energy as it multiply reflects and traverses the magnetic equator mul-

tiple times [Inan et al., 2003]. This stored whistler wave energy can, in turn, perturb

the trajectories of trapped energetic electrons via cyclotron resonance interactions,

causing them to precipitate and effectively be removed from the radiation-belts.

We now briefly introduce the magnetosphere and the plasmasphere before provid-

ing a brief background on the radiation belts and placing our work on MR whistlers

in the context of past research.

1.2.2 The magnetosphere and plasmasphere

The magnetosphere is defined as that region of space where the behavior of the plasma

is controlled primarily by the geomagnetic field, and is schematically illustrated in

Figure 1.4. In the absence of the interplanetary plasma, the Earth’s dipole field would
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Solar Wind

Van Allen Radiation Belts

Plasmasphere

Magnetopause

Magnetotail

Magnetic 

   field lines

Figure 1.4: Schematic illustration of the magnetosphere showing the areas of great-
est interest in this work, namely the (Van Allen) radiation belts, and plasmasphere
(Figure modified from Hill and Dessler [1991] courtesy of T.W. Hill).

extend symmetrically in all directions, but in reality the solar wind exerts pressure

on the dipole field, compressing it on the sun side (thus creating the boundary known

as the magnetopause) at ∼10RE (1RE ' 6370 km) and extending it into a long tail

on the night side that blends gradually into the background interplanetary field at

>60RE [Tascione, 1994, p.57]. This distortion of the geomagnetic field is illustrated

in Figure 1.4 where the black arrows indicate the direction of the magnetic field lines.

The constant stream of solar wind particles flowing past the Earth can interact

with the geomagnetic field lines and create strong convection patterns in the tail that

push the incoming plasma in the sunward direction [Dungey, 1961] as indicated by the
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white arrows. Since the plasma near the Earth is “frozen in” to the geomagnetic field

[Kivelson and Russel, 1995, p.314], a natural boundary (called the plasmapause) is

established, separating the corotating plasma of the Earth from the convecting plasma

[Carpenter, 1963]. The bulk of the plasma contained within the plasmapause (i.e., in

the plasmasphere) is composed primarily of ‘cold’ electrons and protons with typical

energies <1 eV, and is relatively dense with concentrations of ∼102 to 104 el/cm3 at

the inner edge of the plasmapause. The plasmasphere is the region that supports MR

whistler propagation most efficiently, and is shown in blue color in Figure 1.4. This

inner magnetospheric region which hosts the inner radiation belt and inner edge of the

outer radiation belt is the only region of the vast magnetosphere that is considered

in this work.

1.2.3 The radiation belts

Interpenetrating the cold plasma of the plasmasphere is an energetic (hot) population

of particles constituting the radiation belts (red-dotted region in Figure 1.4). This hot

particle population consists mostly of electrons and protons with energies > 100 keV,

that experience long-term trapping in the geomagnetic field. Such trapping requires

stable magnetic fields, and near the magnetopause the magnetic field fluctuations

induced by solar-wind variability prevent long-term trapping. On the low altitude

side, frequent collisions between trapped particles and the dense upper atmospheric

gases result in the removal of radiation belt particles. Thus, the region of prime

interest in radiation belt studies is the volume of stable magnetic field above ∼ 200

km, and below ∼7 RE at the equator [Walt, 1994, p.4].

Trapped radiation-belt particles undergo three types of periodic motion (as shown

in 2.7): the first is a rapid gyration about the static magnetic field line, the second is a

mirroring motion between the northern and southern hemispheres, and the last is the

relatively slow rotation about the Earth. These periodic motions occur on timescales

of ∼ 10−3, ∼ 1, and ∼ 103 sec, respectively. The physics of these periodic motions is

discussed in Section 2.4.1 and in Walt [1996, p.36], but for purposes of introduction

it is sufficient to say that a large population of trapped electrons form structures as
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Figure 1.5: A graphical depiction of the Earth’s radiation belts, showing the inner
and outer radiation belts to scale.

shown in Figure 1.5 which depicts an inner belt, an outer belt, and an intermediate

region with depleted energetic fluxes known as the ‘slot-region’.

In the absence of perturbing forces, the trapped energetic particles of the radiation-

belts would remain in their stable orbits indefinitely. However, it has been shown that

such is not the case (see, for instance, [Li et al., 1998]) with energetic particle fluxes

undergoing large temporal variations. Although the radiation belts have been studied

intensely since their discovery in 1958, their principal sources and loss mechanisms

remain unclear [Walt, 1996, p.1]. The source of radiation belt particles is believed

to be largely the solar wind, although there is some continuing debate about how

the solar wind particles are accelerated from tens of keV to hundreds of keV or MeV

energies and how they are able to migrate across magnetic shells in order to populate

the inner magnetosphere [Walt, 1996, p.1; Horne, 2002].

The loss of radiation belt particles is likely due to interactions with whistler mode

waves, as first suggested by Dungey [1963] (in connection with lightning generated
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whistlers), but the origin of some of these waves is uncertain as well as the relative

contributions of each wave type [Horne, 2002]. Possible types of ELF/VLF whistler-

mode waves observed in the inner magnetosphere are plasmaspheric hiss, lightning

generated whistler waves (ducted and nonducted), VLF transmitter signals, as well as

power line harmonic radiation (PLR). The present work deals with a certain type of

ELF/VLF whistler-mode wave, the lightning-generated magnetospherically reflecting

whistler wave, and examines in detail the interaction of this particular wave with the

energetic radiation belt electrons.

1.3 Review of past work

The study of whistler wave and energetic particle interactions in the magnetosphere

has a long history and any comprehensive review would certainly not fit into a single

subsection, or even a chapter of a manuscript of this length. We have thus chosen to

focus on only a handful of studies that are very closely related to the present work,

with the understanding that the majority of studies necessarily remains unmentioned.

As mentioned above, Dungey [1963] was the first to suggest that whistler waves

originating in lightning discharges could be responsible for the loss of radiation belt

particles through resonant wave-particle interactions, leading to a steady diffusion into

the loss-cone. This concept was examined by Roberts [1966] who used the only data

on wave frequencies and intensities (derived from ground measurements of ducted

whistlers) available at that time in his model of pitch-angle scattering, and concluded

that scattering by lightning-generated whistlers was insufficient to account for ob-

served lifetimes. The wave-particle interaction mechanism was extended by Kennel

and Petschek [1966], who considered incoherent whistler mode waves generated by the

energetic electrons (the so-called plasmaspheric hiss) and included in their model the

amplification of the whistler wave due to the anisotropy of the particle population,

thus establishing an approximate upper limit on both available fluxes and wave in-

tensities. While this work generated much interest initially, later measurements have

shown that some of the necessary conditions for the mechanism are not generally

present [Walt, 1996, p.5].
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Subsequent modeling efforts have followed one of two main approaches: the dif-

fusion (or “Fokker-Planck”) approach, and the test particle (or “Liouville”) ap-

proach. The former approach is a direct extension of the original Kennel and Petschek

[1966] methodology, which assumes that a broad band of incoherent waves perturbs

adiabatically-trapped electrons, causing a violation of the first adiabatic invariant

and resulting in pitch angle diffusion and precipitation. This approach was orig-

inally applied to plasmaspheric hiss and subsequently extended to include oblique

wave-particle interactions in studying the equilibrium structure of the radiation belts

[Roberts, 1969; Lyons et al., 1971; Lyons et al., 1972; Lyons and Thorne, 1973].

A more recent study performed by Abel and Thorne [1998a;b] (henceforth AT)

examined the relative contributions to the loss of radiation-belt electrons of coulomb

interactions and three different wave types: plasmaspheric hiss (occupying the fre-

quency band f = 1 ± 0.5 kHz), whistler wave originating in lightning discharges

(including MR whistlers) (f =4.5± 2 kHz), and VLF transmitters (f =17.1 kHz ±50

Hz and 22.3 kHz ±50 Hz). Although AT generally concluded that whistlers from

lightning discharges were dominant in controlling 100 to 300 keV electron lifetimes in

the range L'2− 3, their choice of input parameters makes it unclear as to whether

the potential role of the MR whistler component was properly accounted for. For

instance, the frequency band occupied by MR whistlers decreases with increasing L-

shell (see Section 4.2.2 and [Ristic’-Djurovic’ et al., 1998; Thorne and Horne, 1994])

with a corresponding increase in the resonant energies of interacting electrons, effec-

tively decoupling the precipitated energy of electrons from any specific L-shell (in

contrast to the conclusions reported by AT). The wave normal angle of all wave types

was set by AT at θ∼45◦±22.5◦ throughout the magnetosphere, also inconsistent with

MR whistler behavior in which the wave normal angle tends to become very oblique

(θ'90◦) as it propagates. While the diffusion-based analysis used by AT is useful in

estimating the long-term equilibrium structure of the radiation belts, we believe that

the MR whistler behavior (for example the variation of wave normal angle along the

ray path) is more complicated than that represented by the simple parameterization

of AT, a factor which may have led to somewhat inaccurate conclusions. The fact

that the whistler is modeled as an incoherent band of waves is also misleading, since
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whistlers are in fact coherent, and the series of scatterings experienced by the par-

ticles are thus not random. Further, diffusion analysis as applied under steady-state

conditions provides no indication of the transient behavior (temporal signatures) of

the precipitated flux of electrons, which could potentially be verified by satellite- or

ground-based measurements.

The second broad approach involves integration of the equations of motion for

individual test particles as they traverse the whistler wave packet, and inference of

the behavior of the entire distribution function based on this sample, paying particular

attention to the fraction of particles scattered into the loss cone. Inan et al. [1978]

introduced this technique in modeling a monochromatic, ducted whistler-mode wave

interacting with energetic electrons in a realistic magnetosphere. Subsequently, the

model was extended to include the effects of finite-duration [Inan et al., 1982; Inan et

al., 1985b], and variable frequency pulses [Chang and Inan, 1983b; Chang and Inan,

1985a; Chang and Inan, 1985b]. This model facilitated the first direct comparisons of

theoretically predicted temporal and energy signatures of electron precipitation bursts

with satellite observations of both VLF transmitter-induced [Inan et al., 1985b] and

lightning induced electron bursts in the loss-cone [Inan et al., 1989].

Consideration of the interaction of particles with obliquely propagating whistler-

mode waves led to the derivation of the gyro-averaged equations of motion, first

for the longitudinal resonance [Inan and Tkalcevic, 1982], and then for a general

(including cyclotron) resonance interaction [Bell, 1984]. Using the equations of Ibid,

Jasna et al., [1992], Jasna [1993], and Ristic’-Djurovic’ et al. [1998] modeled the

interaction of oblique and MR whistlers with radiation belt electrons. Although this

work was the first of its kind which addressed MR whistler-induced scattering, it was

limited in that only monochromatic waves were examined. Furthermore, the wave-

induced pitch-angle scattering was calculated using only one pass of the wave across

the magnetic equator, at the L-shell at which the ray path would eventually settle

(i.e., ignoring the ray paths leading to the L-shell of interest), and using the results

of the one-pass interaction, diffusion coefficients were computed and the lifetimes of

energetic resonant electrons were estimated. Finally, only the first counterstreaming

gyroresonance interaction was considered, the dynamics of the event were ignored and
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only a time-integrated precipitation signature was obtained. Despite these limitations,

the Jasna et al. [1992] and Ristic-Djurovic [1998] work is important because it showed

that MR whistlers of reasonable intensity could cause significant and measurable

precipitation fluxes that in turn would affect the lifetimes of radiation belt electrons.

The subsequent contributions of Lauben [1999], and Lauben et al. [2001] (hence-

forth Lauben) are the most recent in the field and are also most closely related to

the present work. The present study is partially based upon the work of Lauben, in

that the lightning discharge frequency spectrum, propagation in the Earth ionosphere

waveguide, and transionospheric collisional damping are similarly modeled. Further,

Lauben [1999] also used ray tracing to specify the whistler power density along a cer-

tain L-shell as a function of frequency and time. However, the Lauben [1999] work was

limited in that only the first traverse of the magnetic equator (a so-called ‘hop’) of the

oblique whistler was considered, and further, only frequency components below the

‘nose’ frequency were included. Wave-induced pitch angle scattering was computed

only for the first counterstreaming gyroresonance mode, the effects of Landau damp-

ing on the wave were not included, and the trapped energetic electron distribution

function was assumed to be constant throughout the magnetosphere. Finally, Lauben

followed previous work [Inan et al., 1978; Inan et al., 1982; Chang et al., 1983; Chang

and Inan, 1983a; Chang and Inan, 1985a; Chang and Inan, 1985b; Inan et al., 1985a;

Inan et al., 1985b; Jasna et al., 1992; Jasna, 1993; Ristic’-Djurovic’ et al., 1998] and

considered only fresh populations of electrons entering the wave packet distributed

uniformly in pitch-angle above the loss cone, with no pre-existing flux inside the loss

cone. In the present work, many of these assumptions are shown to be overly restric-

tive. More specifically, the inclusion of higher order resonance modes was suggested

to be essential for oblique waves [Albert, 1994], and so we have considered resonance

modes of order −5 to 5 consistent with AT. During the course of interaction with

an MR whistler typically enduring for up to ten seconds, the loss-cone distribution

cannot remain sharp since the same population necessarily interacts with the same

MR whistler many times. Accordingly, we use a softer ‘sinusoidal’ distribution which

tends to zero at the loss-cone. Landau damping is included and a new formulation

for calculating the wave power of the MR whistler is introduced, which also allows us
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to retain frequency components above the ‘nose’ frequency.

The work of Lauben was recently confirmed experimentally by Johnson et al.

[1999], who measured the temporal signatures and spatial extent of lightning-induced

electron precipitation bursts over a range of L-shells via the associated perturbations

in subionospheric VLF signals. The observations of differential onset time delays on

different VLF paths confirmed many aspects of the model predictions including the

affected ionospheric patch size, poleward latitudinal motion, and displacement from

the causative lightning stroke. The observed LEP bursts were thus shown to be in-

duced by nonducted whistlers in the course of their first ‘hop’ of propagation and

equatorial crossing, before any magnetospheric reflection occurs. This observation

also led to the realization that some of the past observations of subionospheric VLF

signatures of LEP events [e.g., Inan et al., 1990; Yip et al.; 1991], previously inter-

preted as being caused by ducted waves, are probably also produced by nonducted

whistlers [Lauben et al., 1999; Johnson et al., 1999]. The ionospheric perturbation

event described by Clilverd et al. [2002] and observed near the Antarctic Peninsula,

apparently in correlation with lightning in the northern hemisphere but not associ-

ated with a ground observed whistler, may be yet another example of the observation

of an oblique whistler precipitation event.

As mentioned above, our ray tracing model includes the calculation of the Landau

damping experienced by each ray along its trajectory. A related study was performed

by Thorne and Horne [1994], who have used suprathermal electron fluxes observed

on OGO 3 [Schield and Frank, 1970] in calculating Landau damping of MR whistler

rays, showing very rapid attenuation of the signal. In this work, we have used recent

measurements made aboard the POLAR satellite [Bell et al., 2002] (that are more

representative of inner magnetospheric suprathermal flux levels) to demonstrate that

MR whistlers can persist for several seconds (sometimes even tens of seconds) before

being significantly damped, and are thus a potentially more important contributor to

radiation belt loss processes.

Our work on modeling satellite-observed MR whistler signatures bears a marked

resemblance to such studies as Edgar [1972; 1976] and Shklyar and Jiricek [2000].

In particular, the former author has used f− t signatures of MR whistlers to infer
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plasmaspheric electron number densities and structures using ray tracing. Our work

can be viewed as an extension of this past study, but performed for a much broader

frequency range, and employing a new ray tracing and interpolation methodology

which includes the effects of Landau damping and can thus provide information about

the effect of density structures upon f−t characteristics as well as wave power.

Measurements of the larger scale poleward displacement of the disturbed ionospheric

region, occurring over slower timescales (many seconds) have recently been realized by

Inan et al. [2002; 2004] using the subionospheric VLF method. These measurements

exhibit onset delays (with respect to the causative lightning discharge) and durations

(representing the continuing precipitation) that are consistent with our predictions for

MR whistler driven precipitation, and constitute the first observations in the bounce

loss-cone of precipitation induced by MR whistlers.

Other work which deserves mention is the observation by Blake et al. [2001] of

enhanced energetic electron fluxes in the drift loss cone coincident with lightning

discharges, and believed to represent the accumulated sum of precipitation due to

many MR whistlers [Bortnik et al., 2002a]. Much of the analysis of Chapter 3 is

based upon these drift loss-cone observations.

As a final note on related past work, MR whistler waves injected in-situ from a

satellite have recently been predicted [Inan et al., 2003] to reduce energetic electron

lifetimes using only a moderate amount of injected wave-power, employing the same

wave-particle interaction mechanism described in this dissertation.

1.4 Thesis organization

The present work is organized into 6 chapters:

Chapter 1 (the current chapter) introduces the concept of the MR whistler, places

this wave type into the context of magnetospheric and radiation belt research, and

reviews previous related research.

In Chapter 2 we lay the theoretical foundations for the models used in the re-

maining chapters. These include the ray tracing methodology, modeling oblique

wave-particle interactions, and the inclusion of Landau damping.
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In Chapter 3 a crude model to estimate the L-dependence of precipitation driven

by MR whistlers is presented, where we also investigate the effect that lightning

source location and horizontal ionospheric density gradients have on the L-dependent

precipitation signatures.

In Chapter 4 we present an extensive ray tracing and interpolation methodology

that we have developed to enable us to simulate the observation of an MR whistler

at any point in the magnetosphere, due to a lightning discharge at any location on

the surface of the Earth.

Using the technique of Chapter 4, we present in Chapter 5 a novel method of

calculating the detailed differential energy flux of precipitating electrons as a function

of time, at the northern and southern ‘feet’ of any given L-shell. Using this method

we simulate the precipitating flux in the inner magnetosphere by evaluating the region

L=1.3− 5.5 in 0.1L increments, due to lightning discharges at λs = 25◦ and 35◦.

Chapter 6 summarizes the results presented in Chapters 2 to 5, compares these

results with those of related research, and concludes with a discussion of future ex-

tensions to this work including suggestions for experimental validation.

1.5 Scientific contributions

Several contributions were made in the course of this work which are summarized

below:

1. Interpretation of SAMPEX satellite observations of L-dependent signatures of

energetic electrons precipitated into the drift loss cone as being caused by

lightning-generated, magnetospherically reflecting whistler waves [Bortnik et

al., 2002a]

2. Identification of a lightning-injected magnetospherically reflected whistler-wave

energy maximum in the magnetospheric region depleted of energetic electrons

(i.e., the slot-region) [Bortnik et al., 2003a].

3. Development of a new method to determine the temporal and spectral signa-

tures of whistler waves at any point in the magnetosphere, thus accounting for
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group dispersion effects as well as wave damping [Bortnik et al., 2003b].

4. Development and application of a novel method to determine the temporal and

spatial signatures of energetic electrons precipitated into the atmosphere as a

result of cyclotron resonant scattering driven by magnetospherically reflecting

whistlers [Bortnik et al., 2002b].



Chapter 2

Theoretical background

Throughout the work presented in this dissertation, we use a common set of analytical

techniques and models, which we review in this chapter. We begin with an overview

of the process of radiation-belt electron precipitation due to MR whistlers, and then

discuss in greater detail the VLF illumination of the ionosphere by a single cloud-to-

ground lightning stroke, the ray tracing of whistler mode waves in the magnetosphere,

and finally the interaction of such waves with energetic electrons.

2.1 Lightning induced electron precipitation

The sequence of events leading to energetic electron precipitation from the radiation

belts due to a lightning generated whistler can be roughly divided into four broad

steps, illustrated in Figure 2.1:

1. At t=0, a lightning discharge radiates electromagnetic energy which propagates

away from the source within the Earth-ionosphere waveguide. Since the ionosphere in

the presence of a magnetic field allows the propagation of waves well below the plasma

frequency, a portion of the VLF wave energy is transmitted through the ionosphere

and into the magnetosphere, illuminating a certain magnetospheric region around the

location of the lightning discharge.

2. The upward going wave energy propagates in the ionospheric plasma in the

whistler mode, traveling along ray trajectories (shown in red) away from the Earth,

17
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Figure 2.1: Illustration of the wave-particle interaction process: 1. Lightning dis-
charge occurs at t=0; 2. Propagation of whistler in the magnetosphere; 3. Energetic
electrons enter the wave field, experience resonant scattering, and 4. Electrons pre-
cipitate into the dense upper atmosphere (adopted from Lauben [1999] courtesy of
D.S. Lauben).

being guided by the gradients in the Earth’s magnetic field strength, direction, and

electron number density. In this context, the magnetospheric plasma acts as an

inhomogeneous and anisotropic refractor.

3. Trapped energetic electrons near the edge of the loss cone interact with the

whistler wave field and can resonate with the wave (under certain conditions), result-

ing in a change of particle momentum and pitch-angle, as well as growth or attenuation

of the wave.

4. If the pitch-angle of the resonant energetic electron is sufficiently decreased, its
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lowered mirror height lies in the dense upper atmosphere, resulting in the removal of

the particle from the radiation belts, or its precipitation onto the lower ionosphere.

Since the lightning discharge injects whistlers over a range of latitudes around

the source, and due to the multiple magnetospheric reflections (MR’s) experienced

by each ray, the range of L-shells illuminated by a single lightning stroke is typically

large, spanning the entire plasmasphere (L.5). The ionospheric regions affected by

precipitating electrons occur both northward and southward of the lightning stroke

location, and typically the precipitating electrons move poleward on short (∼ 0.1

sec) [Johnson et al., 1999; Lauben, 1999; Lauben et al., 2001] and long (∼ 10 sec)

timescales (see Chapter 5). We now discuss each of the four steps outlined above in

greater detail, with particular emphasis on the specific tools and techniques employed

in this dissertation.

2.2 Lightning illumination model

We follow the methodology developed by Lauben et al. [2001] and later used by Bort-

nik et al. [2002a,b] in calculating the power spectral density of lightning-generated

whistler-mode waves exiting the top of the ionosphere at 1000 km altitude.

Using the expression given by Uman [1984, p.127] for the electric field E at a

distance R from the base of a vertical cloud-to-ground lightning discharge, and a

return current modeled as a double exponential [Jones, 1970; Cummer and Inan,

1997; Lauben et al., 2001], the far-field, radiated power spectral density is given by:

S(ω) =
1

Z0

(
µ0heI0

2π

)2 (
sin κ

R

)2
ω2 (a− b)2

(ω2 + a2) (ω2 + b2)
(2.1)

where S(ω) is in W-m−2Hz−1, ω is the radial frequency of the electromagnetic wave

in rad/sec, Z0 and µ0 are the intrinsic impedance (∼377 Ω) and permeability of free

space (∼ 8.854 × 10−12 F/m) respectively, κ and R are respectively the angle of the

observer with respect to the local zenith and the distance of the observer from the

lightning source, he is the height of the cloud above ground (set to 5 km), I0 is the

magnitude of the downward moving current (set to −10.53 kA), and a, b are model
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parameters set to 5× 103 and 105 respectively. This choice of parameters was used in

order to facilitate comparison with previous work [Lauben et al., 2001] which uses the

same values, and because it results in typical values such as an electric field amplitude

of 10 V/m at 100 km, and ∼8.5 kA peak return current. Although (2.1) is derived for

free space, it is adopted here on the basis that the attenuation of VLF wave energy

in the Earth-ionosphere waveguide has been shown to have a R−2 dependence similar

to that in free space [Crary, 1961; Inan et al., 1984] for distances within ∼ 1000 km

of the source.

Using (2.1), the wave power density along the bottomside ionosphere (assumed to

be at 100 km altitude) is computed for the region surrounding the source. It should

be mentioned that (2.1) predicts a radiation-pattern null directly above the lightning

source, which in practice is likely washed out due to inhomogeneities in the ionosphere

as evidenced by the lack of such a null in satellite observations of wave power distri-

butions above fixed sources, such as VLF transmitters which utilize electrically short

vertical monopole antennas [Inan et al., 1984]. Noting that the artificial imposition of

such a null would unnecessarily distort the magnetospheric wave power distribution

in our numerical modeling, we take the source to be slightly displaced in longitude

(0.9◦) from the meridian of interest thereby avoiding the radiation pattern null.

The computed wave power density at 100 km altitude is translated to ∼ 1000

km altitude by properly attenuating it with a factor taken from Helliwell [1965, Fig.

3-35] representing the absorption of wave power in the collisional lower ionosphere.

This procedure enables us to determine an array S(f, λ, λs), the entries of which are

dependent on the wave frequency f and latitude λ and represent power density at

1000 km due to a lightning discharge at a source latitude λs.

2.3 Ray tracing methodology

Our aim now is to use the wave power density calculated in Section 2.2 and to com-

pute its propagation in, and distribution within the plasmasphere. Unlike the case of

propagation in a medium which is homogeneous/isotropic for which the wave normal
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lies in the direction of propagation of wave energy, the magnetosphere is an inho-

mogeneous/anisotropic magnetoplasma, and the wave energy, in general, propagates

in a direction different than the wave normal angle, referred to as the ray direction.

To determine the entire trajectory of the wave energy (i.e., the ray path), we use

the technique of numerical ray tracing, and discuss below its formulation together

with the determination of important associated quantities such as the refractive in-

dex, and quantitative description of the magnetospheric medium within which the

ray propagates.

2.3.1 Ray tracing formulation

To accurately compute the ray trajectory, we require a set of first order differential

equations, which is ‘closed’, i.e., comprising n equations of the form:

dyi

dx
= fi (y1, y2, y3, . . . , yn) (2.2)

where x is the independent variable and each derivative is expressed as a function

of all the yi’s. Such a set of equations can be integrated numerically using standard

methods, and was first derived by Haselgrove [1954]. These equations, taken from

Kimura [1966] are repeated for convenience below:

dr

dt
=

1

µ2

(
ρr − µ

∂µ

∂ρr

)
, (2.3a)

dϕ

dt
=

1

rµ2

(
ρϕ − µ

∂µ

∂ρϕ

)
, (2.3b)

dφ

dt
=

1

rµ2 sin ϕ

(
ρφ − µ

∂µ

∂ρφ

)
, (2.3c)

dρr

dt
=

1

µ

∂µ

∂r
+ ρϕ

dϕ

dt
+ ρφ

dφ

dt
sin ϕ, (2.3d)

dρϕ

dt
=

1

r

(
1

µ

∂µ

∂ϕ
− ρϕ

dr

dt
+ rρφ

dφ

dt
cos ϕ

)
, (2.3e)

dρφ

dt
=

1

r sin ϕ

(
1

µ

∂µ

∂φ
− ρφ

dr

dt
sin ϕ− rρφ

dϕ

dt
cos ϕ

)
, (2.3f)
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Figure 2.2: Snell’s law interpretation of the ray tracing equations, showing a portion
of an inhomogeneous medium divided into three slabs with Snell’s law satisfied at
each boundary.

where r, ϕ, and φ are the geocentric distance, colatitude (i.e., zenith angle or 90◦–

latitude) and longitude; µ is the real part of the complex phase refractive index,

ρr, ρϕ, ρφ are the components of the refractive index vector (a vector of length µ

oriented parallel to the wave normal vector), t is the variable of integration and f is

the wave frequency. The choice of symbol ‘t’ for the independent variable is somewhat

misleading in that it is measured in units of distance, not time, and represents the

time of phase travel along the ray path scaled by the velocity of light, i.e., t = (phase

time) × (speed of light). Since we are interested in the rate of energy travel along

the ray, we add the following equation to (2.3) to compute the group delay time, T :

dT

dt
=

1

c

(
1 +

f

µ

∂µ

∂f

)
(2.4)

The ray tracing equations, i.e., the set (2.3) and (2.4), determine the variation

of the ray position and wave normal vector as a function of time, given a proper set

of initial values for these quantities and a model description of the magnetospheric

magnetoplasma. Although somewhat complex in their derivation, the ray tracing

equations take on a relatively simple, geometrical interpretation when examined in
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the two-dimensional case (i.e., neglecting all longitudinal variations). Consider a

ray, as shown in Figure 2.2 propagating in Medium 1, with a certain wave normal

angle, θ1 (measured relative to the ray direction in this example). If the inhomo-

geneous medium varies slowly on spatial scales of a wavelength, then the medium

can be divided into a series of uniform slabs (Media 1, 2, and 3), separated by local

stratifications, i.e., loci of points on which the phase refractive index remains con-

stant. The process of ray tracing then involves alternate propagation of wave energy

along straight lines in the uniform slabs, followed by sharp changes in direction at

local stratifications, where the condition that we need to satisfy is Snell’s law, i.e.,

µi cos χi = µi+1 cos χi+1 , or d(µ cos χ)/ds = 0 as written in differential form. The

direction of propagation of the ray beyond the stratification (i.e., in the (i + 1)th

Medium) is determined by the new wave normal angle, being normal to the refractive

index surface at that point as discussed in Section 2.3.2.

It is evident from the ray tracing equations that the properties of the propagation

medium enter only through the refractive index µ and its components ρr, ρϕ, and

ρφ. Thus, the determination of the refractive index is central to our ray tracing

formulation, and is discussed next.

2.3.2 Refractive index

We follow the notation and approach as laid out in several textbooks [e.g., Stix,

1992, p.7; Bittencourt, 1995, p.414] to derive the expressions for the refractive index

in a cold, collisionless, unbounded, magnetoplasma. Using the Langevin equation of

motion [Ibid] together with Maxwell’s equations, we linearize and search for harmonic

plane wave solutions of the form ej(k·r−ωt) to find:

ms
Du

Dt
= qs (E + u×B) → −jωmsu = qs (E + u×B0) (2.5)

∇× E = −∂B

∂t
→ k× E = ωB1 (2.6)

∇×B = µ0

(
J + ε0

∂E

∂t

)
→ jk×B1 = µ0 (qsn0u− jωε0E) (2.7)
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where D/Dt signifies the total or ‘convective’ derivative, ms and qs are the particle

mass and charge for a particle of species ‘s’, and ε0 and µ0 are the permittivity and

permeability of free space respectively. The magnetic field vector and particle number

density are divided into two parts,

B (r, t) = B0 + B1 (r, t)

n (r, t) = n0 + n1 (r, t)

where B0 is the constant and uniform ambient magnetic field, and n0 is the undis-

turbed particle number density in the absence of the wave. The quantities E,B1,u,

and n1 are all first order perturbation quantities, and respectively denote the wave

electric and magnetic fields, the plasma fluid velocity, and the particle number density

perturbation. The set of three vector equations (2.5) – (2.7) contains three vector

unknowns, and thus forms a closed set. In the simplest case of a cold plasma with an

assumed stationary ion background, the ‘particle’ mass and charge would be those of

an electron, but in the general case (2.5) would be repeated for every particle species

under consideration, and the current term J in (2.7) would be a summation over all

particle species. If more species are included the number of equations increases to-

gether with the number of unknowns (i.e., additional fluid velocities for every particle

species), but the set of vector equations remains closed. To solve the set without

loss of generality, we rotate our coordinate system such that the ẑ direction is lo-

cally aligned with B0, k is entirely contained in the x−z plane making an angle θ

with the magnetic field, and introduce the Stix [1992, p.7] notation: S = (R + L)/2,

D = (R− L)/2 where:

P ≡ 1−
∑

s

ω2
ps

ω2
; R ≡ 1−

∑
s

ω2
ps

ω (ω + ωHs)
; L ≡ 1−

∑
s

ω2
ps

ω (ω − ωHs)
, (2.8)

and ωps = Nsq
2
s/ε0ms

, ωHs = qsB0/ms
are the plasma and cyclotron (or gyro-) frequen-

cies respectively, and ωHs changes sign with qs and also with B0. Noting that the

refractive index µ=kc/ω, we solve the set (2.5)–(2.7) to yield:
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


(
S − µ2 sin2 θ

) −jD µ2 sin θ cos θ

jD (S − µ2) 0

µ2 sin θ cos θ 0
(
P − µ2 sin2 θ

)







Ex

Ey

Ez


 = 0 (2.9)

Equation (2.9) enables us to examine wave polarization and phase relationships.

Setting the determinant of (2.9) to zero and rearranging produces the dispersion

relation Aµ4 −Bµ2 + C = 0 , where:

A = S sin2 θ + P cos2 θ,

B = RL sin2 θ + SP (1 + cos2 θ) ,

C = PRL

(2.10)

Solving explicitly for µ2 gives:

µ2 =





B −√B2 − 4AC

2A
B > 0

2C

B +
√

B2 − 4AC
B < 0

(2.11)

The two forms of writing µ2 in (2.11) are equivalent but written in this fashion to

emphasize computational accuracy [Kimura, 1966]. Where only electrons are included

with an assumed stationary neutralizing ion background, the expression (2.11) can be

written more explicitly as the well-known Applton-Hartree equation [Appleton, 1927;

1932]:

µ2 =
k2c2

ω2
= 1−

ω2
pe

ω2

1− ω2
He sin2 θ

2
(
ω2 − ω2

pe

) ±
[(

ω2
He sin2 θ

2(ω2 − ω2
pe)

)2

+
ω2

He

ω2
cos2 θ

]1/2
(2.12)

There are several important points to note about (2.11) or (2.12). The first is

that the propagation medium enters the calculation of refractive index, and hence

affects the ray path [as given by (2.3)] only through the local values of magnetic field

intensity, and particle number density (electrons, and several species of ions). These



CHAPTER 2. THEORETICAL BACKGROUND 26

parameters are reflected respectively in the gyrofrequency ωHs, and the plasma fre-

quency ωps (both for the sth particle species), and are then normalized by the wave

radial frequency ω, in such a way that the Stix parameters become dimensionless.

Consequently, it is the ratios ωHs/ω and ωps/ω that ultimately determine the mag-

nitude and behavior of the refractive index, implying that the problem is completely

scalable so long as the appropriate ratios are preserved. In our case, we deal exclu-

sively with whistler-mode signals, occurring in the region of the dispersion relation

where ωpe > ωHe > ω > ωpi, where ωpe, ωpi are respectively the electron and proton

plasma frequencies.

The second point to note is that the denominator of the second term on the RHS

of (2.12) can take on the value of zero under specific conditions, causing µ to become

infinite. This specific case corresponds to a resonance condition where the phase

velocity of the wave tends to zero, and is discussed further below.

The final point to note about (2.12) is that at a given location in the magne-

tosphere, ωHs, ωps, and ω are fixed, the only remaining variable being the wave normal

angle θ. Figure 2.3 shows a polar plot of the refractive index drawn as a function of

wave normal angle, commonly referred to as the refractive index surface, since the

contour shown is, in fact, a surface of revolution about B0.

This representation of the refractive index proves particularly useful in analyzing

whistler mode ray propagation and magnetospheric reflections, due to the property

that the direction of wave energy travel (ray direction) for any wave normal angle θ

is given as the direction normal to the surface at the tip of the µ(θ) vector [Helliwell,

1965, p.34; Poeverlein, 1948] as indicated by the red arrow in the above figure. Thus,

the ray direction is dependent on the behavior of the wave normal angle, as is the

entire ray path and hence the resulting distribution of the whistler wave energy in the

magnetosphere. Shown in blue in Figure 2.3 is the resonance cone angle θres, for which

the refractive index becomes infinite, so that no whistler mode wave propagation

is possible for θ > θres. This point is critically important in our work, since for

magnetospheric reflection to occur, the refractive index surface must be finite at

90◦ (i.e., it must be a ‘closed’ surface), as discussed next. Finally, noted in green

color in Figure 2.3 is the ‘Gendrin’ angle θG [Gendrin, 1961] defined as the non-zero
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Figure 2.3: Refractive index surface indicating the resonance cone angle θres. Ex-
panded section shows the refractive index at an angle θ with associated ray direction,
as well as the Gendrin angle θG.

wave normal angle at which the ray propagates along B0. This particular mode

of propagation becomes important when a given propagating ray reaches a specific

frequency–dependent L-shell at which the wave energy tends to settle (see Section

4.2.2).

It was mentioned above that the inclusion of ions into the vector set (2.5)–(2.7) is

straightforward, and results in additional terms in the Stix parameters P , R, and L,

and that the refractive index surface needs to ‘close’, or become finite for all values of

θ in order for a magnetospheric reflection of the whistler ray to occur. In fact, as was

first suggested by Hines [1957], and later demonstrated by Kimura [1966], inclusion

of the ion terms is essential to the closing of the refractive index surface.

Figure 2.4 shows three refractive index surfaces calculated with plasma and cy-

clotron frequencies consistent with L' 2.4 on the magnetic equatorial plane, for (a)

a 4 kHz wave, (b) a 1 kHz wave, and (c) a 100 Hz wave. The red curves show the

refractive index surface calculated with the inclusion of ions and electrons, whereas

the blue curves are computed by only accounting for the motion of electrons in a

background of motionless neutralizing ions.

The progression of the refractive index surface from curve (a) to (c) shows the
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Figure 2.4: Refractive index surface calculated using parameter values at the geo-
magnetic equator at L' 2.4 for (a) 2 kHz, (b) 500 Hz, and (c) 50 Hz, showing the
difference between including electrons only (blue) and electrons and ions (red). All
curves are drawn to the scale shown below (abscissa and ordinate scales are identical,
with only abscissa shown).
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dramatic difference resulting from the inclusion of the ions. At 4 kHz, the two curves

are almost identical, and both exhibit a resonance cone, but lowering the frequency

to 1 kHz shows that the red curve has closed at 90◦, whereas the blue curve has not.

Lowering the frequency further to 100 Hz shows that the transverse component of the

red refractive index curve has decreased significantly, whilst the blue one still exhibits

a resonance cone. In fact, the blue surface is not closed at any frequency and thus

does not support magnetospheric reflection (as described below in Section 2.3.4).

Curve (c) is labeled with a sequence of numbers 1–4, demonstrating the rotation

of the wave normal past 90◦ during a magnetospheric reflection. Beginning with (1)

on the red curve, the wave normal is oblique and the ray propagates toward the

top-right. In (2) and (3), the wave normal and ray direction tend to 90◦, and in (4)

the wave normal has rotated past 90◦ and the ray has effectively changed direction

from parallel to antiparallel propagation relative to B0. This sequence is contrasted

with a similar wave normal rotation on the blue curve, where it is evident that the

ray direction becomes progressively more parallel to the static magnetic field as the

wave normal tends to the resonance cone, and is unable to rotate further. Thus,

a magnetospheric reflection does not occur and the ray simply propagates roughly

along the magnetic field line with an increasing wave normal angle (and increasing

resultant Landau damping; see Section 2.5) towards the opposite hemisphere where

any remaining wave energy would be absorbed via collisions in the lower ionosphere.

2.3.3 Description of the medium

For the purposes of ray tracing, the medium through which the rays propagate is

described in terms of the magnetic field intensity and direction, as well as the distri-

bution and composition of the cold plasma. We review each of these in turn.

Ambient magnetic field

Following previous authors [Kimura, 1966; Inan et al., 1978; Chang and Inan, 1985b;

Jasna et al., 1992; Lauben, 1999; Lauben et al., 1999; Lauben et al., 2001; Lauben et al.,

2002], we assume a centered dipole model for the Earth’s magnetic field. This model
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is represented by the lowest order term in Gauss’s multipole expansion, and after

taking the gradient of the magnetic potential field [Walt, 1994, p.27] the components

of B can be written as:

Br = −2B0

(
RE

r

)3

sin λ, Bλ = B0

(
RE

r

)3

cos λ (2.13)

Having intensity

B =
√

B2
r + B2

λ = B0

(
RE

r

)3 √
1 + 3 sin2 λ (2.14)

where r and λ are the geocentric radial distance and latitude respectively, RE is the

Earth’s radius (∼6370 km), and B0 is the mean value of the field on the equator at

the Earth’s surface ∼ 3.12 × 10−5 T. The geomagnetic field described in this way is

a good approximation to the real field, since our region of interest (L' 2−5) is far

enough away from the Earth’s surface for the rapidly decaying higher order terms

to become insignificant, and yet sufficiently close to remain unaltered by solar wind

deformation, and other external current systems (e.g., the ring current, magnetopause

current) [Walt, 1994, p.29-33]. This model has the added advantage of simplifying

the analysis of the motion of charged particles, as discussed in the following section.

Cold plasma

The radial variation of electron density along the geomagnetic equator is modeled

after Carpenter and Anderson [1992] who have used in-situ measurements from the

ISEE 1 satellite together with whistler data, to produce an average model covering

the range 2.25 < L < 8. The model electron density is shown in Figure 2.5 and

is succinctly summarized as follows (for the midnight sector which is our region of

interest):

Lppi = 5.6− 0.46Kp(max) (2.15a)



CHAPTER 2. THEORETICAL BACKGROUND 31

log ne = (−0.3145L + 3.9043) + . . .[
0.15

(
cos

2π (d + 9)

365
− 0.5 cos

4π (d + 9)

365

)
+ 0.00127R̄− 0.0635

]
e−(L−2)/1.5

(2.15b)

ne = ne (Lppi)× 10−(L−Lppi)/0.1 (2.15c)

ne = (5800 + 300t) L−4.5 +
(
1− e−(L−2)/10

)
(2.15d)

where ne is the electron number density, Lppi is the plasmapause inner limit, Kp(max)

is the maximum Kp value in the preceding 24 hours, d is the day number, L is

the L-shell parameter, t is the magnetic local time, and R̄ is the 13-month average

sunspot number. For our purposes we set d=0, t=2, Kp(max)=10, and R̄=90. The

model consists of three sections described by equations (2.15b), (2.15c) and (2.15d)

respectively. Equation (2.15b) describes the saturated plasmasphere segment in the

region 2.25<L<Lppi where Lppi is determined as above. This segment is followed by

the plasmapause section described by (2.15c), in the region Lppi <L<Lppo where Lppo

is the intersection of (2.15c) and (2.15d). The outer segment is known as the plasma

trough, and is described by (2.15d) in the region Lppo < L < 8. Equations (2.15b) –

(2.15d) describe an average plasmaspheric density configuration and are subject to

several conditions discussed by Carpenter and Anderson [1992].

To determine the variation of electron number density along the field lines, we

use the diffusive equilibrium model of Angerami and Thomas [1964]. The diffusive

equilibrium theory takes into account the effect of the electric field that arises from

charge separation of the electrons and multiple ion species, the Earth’s gravitational

field, as well as the centrifugal force on the plasma due to the Earth’s rotation. It

is further assumed that the plasma is free to move only along the magnetic lines of

force of the Earth. The resulting distribution is given by:

n(r) = neq (L)

√
N∑

i=1

αie−G/Si

G = rb (1− rb/r)

Si = 1.506T
( rb

7370

)2 1

4i−1

(2.16)
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of the plasmapause and ionosphere.
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where r is the geocentric distance to the point where the density is evaluated, neq(L)

is the equatorial number density at the particular L-shell in question, and r is related

to L in a dipole field through the relation r = REL cos2 λ where λ is the magnetic

latitude. The term rb is the geocentric distance to the base of the diffusive equilibrium

model (set to 7370 km), αi is the relative concentration of the ith ionic species at rb,

N is the number of ionic species, and T is the temperature at rb.

2.3.4 The Stanford VLF ray tracing code

The computation of ray paths was performed using the Stanford VLF ray tracing code

[Inan and Bell, 1977] which is the product of more than four decades of usage and

improvements by various authors [Yabroff, 1961; Kimura, 1966; Smith and Angerami,

1968; Walter, 1969; Dantas, 1972]. The code performs two dimensional ray tracing

by integrating the ray tracing equations (2.3)–(2.4), but neglecting (2.3d) and (2.3f),

thereby implicitly assuming that all rays are launched in the meridional plane and that

there are no azimuthal gradients (or variations in the spherical coordinate φ). The

integration is carried out using the Adams predictor-corrector method, with a Runge-

Kutta starting method [Hairer et al., 2000a,b], making estimates of the refractive

index, and then refining the estimate by determining µ from the magnetoionic theory.

The code also includes a provision for automatically doubling or halving the step-

size when differences between predictor and corrector values exceed a certain (user-

specified) limit, or when the wave normal falls outside the resonance cone.

We show in Figure 2.6 an example output of the VLF ray tracing code for a 3 kHz

wave injected at 1000 km altitude, 30◦ latitude, and with a locally vertical initial wave

normal angle. The ray path shown in Figure 2.6a begins to move in a non-vertical

direction (since the assumption of a vertical wave normal means that θ 6= 0 and the

ray direction for θ 6=0 is not along the wave normal direction) and travels in a curved

path, roughly following the geomagnetic field line.

The wave normals, shown as black line segments, indicate that the wave becomes

increasingly more oblique (i.e., θ moves further away from zero) throughout its path.

The first magnetospheric reflection of the ray is expanded and shown in more detail
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in panel (b), with the progression of indicated refractive index surfaces shown in (c).

The ray directions, shown as red arrows, are at ∼180◦ with respect to B0 in surface 1,

but almost completely reverse direction by the time the ray has reached surface 6, in a

very small spatial region (compared to other spatial scales of ray propagation), hence

the name Magnetospheric Reflection, reminiscent of reflection from a sharp boundary.

The process of reflection occurs as follows: from surface 1, the ray propagates into a

region where the refractive index becomes progressively smaller. Since the component

of the wave vector parallel to the plane of stratification must remain constant (Snell’s

law), the wave vector is forced to bend towards 90◦, where the ray direction shifts

from ∼ 180◦ to lower values (surfaces 3 and 4), until the wave vector rotates past

90◦ and the ray direction is reversed. From there onwards, the ray moves to a region

where once again the refractive index progressively increases and the direction of

propagation becomes nearly aligned with the geomagnetic field (surface 6).

In our formulation, we use the VLF ray tracing code to simulate thousands of

rays and interpolate between them, in order to more realistically model the whistler

wave field in any location in the magnetosphere. The whistler wave field specified

as described above is used to determine the perturbing wave forces exerted on the

otherwise trapped population of energetic electrons, and the resultant scattering into

the bounce loss-cone. A brief theoretical background relevant to the modeling of the

wave-particle interaction is provided in the following section.

2.4 Oblique wave-particle interaction

The dynamics of a charged particle of species s, with rest mass ms and charge qs

moving in an electromagnetic field are described by the Lorentz force equation shown

in (2.17) below:

dp

dt
= qs

{
Ew +

p

msγ
× [

Bw + B0(r)
]}

(2.17)

where p=msγv is the particle momentum vector, γ = (1−v2/c2)−1/2 is the relativistic

Lorentz factor and v = dr/dt is the particle velocity vector. We have explicitly
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Figure 2.7: Illustration of the three types of periodic motion experienced by electrons
in the geomagnetic field: gyration about the field lines, bounce between North and
South hemisphere, and longitudinal drift about the Earth.

separated the total field into the wave components Ew,Bw, and static geomagnetic

field B0 in order to facilitate the discussion of the interaction equations. Before

developing the wave-particle interaction equations, it is useful to review the motion

of a charged particle in the Earth’s static magnetic field in the absence of the wave

fields.

2.4.1 Adiabatic motion

A charged particle moving in the Earth’s magnetic field (in the absence of the wave

field) experiences three different types of periodic motion [Walt, 1994, p.36] occurring

on three different timescales: rapid gyration about the static magnetic field line

(∼ 10−4 sec), bounce motion along the magnetic field line between northern and

southern hemispheres (∼1 sec), and a longitudinal drift about the Earth (∼103 sec)

as shown in Figure 2.7.

Associated with each of these periodic movements are adiabatic invariants, which

play the role of ‘constants of motion’ and are obtained using the Hamilton-Jacobi
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theory [Goldstein et al., 2002, p.430] by integrating the canonical momentum around

the orbit path as follows:

Jn =

∮
[msv + qsA] · dl (2.18)

where dl is an element of the particle path around the orbit, and ms, qs, and v are

the mass, charge and velocity of a particle of species s respectively. We focus on the

first adiabatic invariant (or rather the violation thereof) since it occurs on the time

scales of the wave-particle interaction. Using (2.18) the quantity conserved along the

electron’s helical trajectory is:

J1 = M =
p2
⊥

2ms0B
∝ sin2 α

B
(2.19)

which is referred to as the first adiabatic invariant or magnetic moment (often desig-

nated with the symbol µ which we avoid so as not to confuse it with the refractive

index), where p⊥ is the perpendicular component of the electron momentum, ms0 is

the particle rest mass, B0 is the magnetic field intensity, and α is the electron pitch

angle shown in Figure 2.7 and defined as α = tan−1(v⊥/vz). The velocity compo-

nents parallel (vz) and perpendicular (v⊥) to the magnetic field can be specified using

(2.19) and reference values that are typically specified on the geomagnetic equator

(subscript ‘eq’), as:

vz(λ) = v cos α (λ) ; v⊥(λ) = v sin α (λ) ; sin2 α (λ) =
B (λ)

Beq

sin2 αeq (2.20)

It is clear that at some altitude, the pitch angle reaches 90◦, and the particle

effectively mirrors and begins to travel in the opposite direction along the field line.

This altitude is uniquely related to the equatorial pitch angle, such that decreasing

(increasing) the pitch angle corresponds to decreasing (increasing) the mirror height,

as discussed below.

We can define a certain minimum altitude hm below which electrons are unable to

mirror due to the dense upper atmosphere, and above which they can mirror without
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Figure 2.8: The relation of mirror height to equatorial pitch angle, and the concept
of a loss-cone angle.

impediment. This can be done because the neutral atmosphere has a relatively small

scale height (∼6 km at ∼100 km [Salby, 1996, p.9]) compared with the spatial scales

of trapped particle motions, which leads to large changes in atmospheric pressure and

thus the density of neutral constituents in relatively small spatial regions. Moreover,

the region near ∼100 km represents a transition in mass stratification and air compo-

sition known as the homopause: at altitudes <100 km bulk transport by turbulent air

motions leads to effective mixing and homogenous mixing ratios, whereas at altitudes

>100 km the mean free path becomes large enough (∼ 1 m) to damp turbulent air

motions and diffusive transport becomes the dominant mechanism for transporting

properties vertically [Salby, 1996, p.11].

This minimum allowable mirroring altitude hm is uniquely related to an equatorial

pitch angle which we define as the loss cone angle, αlc. Figure 2.8 is used to illustrate

the relationship between the mirror altitude and the equatorial pitch angle, noting

that electrons having pitch angles lower than the loss-cone angle, precipitate into the

ionosphere and hence are removed from the radiation belts, whereas electrons with

pitch angles greater than the loss-cone remain stably trapped. The minimum altitude

and loss-cone angle can be related (e.g., using the notation of Lauben et al. [2001],

which is a slight modification of Schulz and Lanzerotti [1974, p.59]) as follows:
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sin αlc =

√
ζ3
m√

1 + 3 (1− ζm)
; ζm = (RE + hm) / (LRE) (2.21)

where RE = 6370 km.

Electrons with pitch-angles at the loss-cone are critically trapped, in that if the

equatorial pitch angle are slightly lowered, they precipitate. Such a pitch angle change

involves a violation of the first adiabatic invariant M , which occurs when the particle

experiences the electromagnetic fields of an oblique whistler wave oscillating (and

rotating) at approximately the gyration frequency in the particle frame of reference.

2.4.2 Wave-particle interaction

At each point along the field line in Figure 2.7, we can establish a local Cartesian co-

ordinate system as shown in 2.7b, with ẑ‖B0 and x̂ pointing towards higher L-shells,

providing a reference frame with which we can formulate the Lorentz force equations

describing the interaction of the energetic electron and oblique whistler wave. For this

purpose, we need to provide expressions for the various field components in (2.17),

and rewrite this equation in a form more suitable for numerical integration. Following

the procedure used by Bell [1984], we write the oblique whistler wave components as:

Ew = −x̂Ew
x sin Φ + ŷEw

y cos Φ− ẑEw
z sin Φ (2.22a)

Bw = x̂Bw
x cos Φ + ŷBw

y sin Φ− ẑBw
z cos Φ (2.22b)

where Φ (r) =
∫

ωdt− ∫
k · dr is the wave phase. Since the gyroradius of resonant

energetic electrons is typically much smaller than the spatial scales of variation of

B0 at the L-shells of interest, we neglect the variation of B0 and assume a locally

uniform field, i.e., B0 (x, y, z)=B0z (0, 0, z)≡B0 (z).

We now insert B0 and (2.22) into (2.17) and obtain the detailed equations of

motion of an energetic electron in a general obliquely propagating whistler-mode

wave field. However, this form would not be particularly useful, since it requires

integration on time scales smaller than a gyroperiod. The dynamics of the resonant

interaction under typical magnetospheric conditions are such that cumulative changes
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in the pitch angle and energy of the particles occur over temporal scales much larger

than the gyroperiod, so that it is useful to cast the equations of motion in such a

way that the rapid gyration of the particle can be averaged out [Inan and Tkalcevic,

1982; Bell, 1984]. In addition, the whistler mode wave field is naturally elliptically

polarized in the plasma, and so it is convenient to decompose the wave into two

circularly polarized components with opposite senses of rotation, i.e.,

Bw
R =

Bw
x + Bw

y

2
[x̂ cos Φ + ŷ sin Φ] (2.23a)

Bw
L =

Bw
x −Bw

y

2
[x̂ cos Φ− ŷ sin Φ] (2.23b)

Using the above decomposition together with (2.17) and averaging over a gy-

roperiod, we obtain the relativistic gyro-averaged equations of motion for a general

harmonic resonance m [Bell, 1984; Jasna, 1993]:

dpz

dt
= ω2

τmmek
−1
z sin η − 1

meγ

p2
⊥

2ωH

∂ωH

∂z
(2.24a)

dp⊥
dt

= −
[
ω1

(
pz

γ
+ meR1

)
Jm−1 (β)− . . .

ω2

(
pz

γ
−meR2

)
Jm+1 (β)

]
sin η + . . .

1

meγ

pzp⊥
2ωH

∂ωH

∂z
(2.24b)

dη

dt
=

mωH

γ
− ω − kz

pz

meγ
(2.24c)

where η is defined as the angle between Bw
R and v⊥ and is shown in Figure 2.9, ω is

the whistler wave radial frequency, ωH = eB/me is the electron gyrofrequency (where

we have used −qe =e=1.6×10−19C since we are now dealing explicitly with electrons,

and have replaced ωHe with ωH) in the electron rest frame, me is the electron rest

mass and:
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Figure 2.9: Interaction geometry between an energetic electron (red) and an obliquely
propagating whistler wave (blue), showing the wave normal angle θ, and the angle η
between v⊥ and Bw

R where v⊥ is the velocity component of the electron perpendicular
to B0 and Bw

R is the right circularly polarized wave component.

β =
kxp⊥

meγωH

(2.25a)

kz = k cos θ = (ωµ/c) cos θ; kx = k sin θ (2.25b)

ω2
τm = (−1)m−1 ω2

τ0 [Jm−1 (β)− α1Jm+1 (β) + γα2Jm (β)] (2.25c)

ω2
τ0 =

ω1kzp⊥
γme

(2.25d)

ω1 =
e

2me

(
Bw

x + Bw
y

)
; ω2 =

e

2me

(
Bw

x −Bw
y

)
(2.25e)

α1 =
ω2

ω1

(2.25f)

α2 =
eEw

z

ω1p⊥
(2.25g)

R1 =
Ew

x + Ew
y

Bw
x + Bw

y

; R2 =
Ew

x − Ew
y

Bw
x −Bw

y

(2.25h)

where µ is the refractive index discussed in Section 2.3.2 and Ji are Bessel functions

of the first kind, order i.
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To determine the flux of electrons precipitated into the upper atmosphere as a

result of the interaction with the oblique whistler wave, it is useful to explicitly write

the variation of the pitch angle of the particle with time by using (2.24a), (2.24b) and

α = tan−1(p⊥/pz):

dα

dt
= −meω

2
τm

kzp⊥

(
1 +

cos2 α

mY − 1

)
sin η +

1

meγ

p⊥
2ωH

∂ωH

∂z
(2.26)

where Y = ωH/ω and all other symbols are as defined above.

Although the behavior described by the set (2.24)–(2.25) is complicated in gen-

eral, we are primarily concerned with cases where the energetic electron and oblique

wave are said to be in resonance, in which case the different components of these

equations can be readily understood as follows (we discuss the nonrelativistic case

for simplicity). Equations (2.24a) and (2.24b) can be divided into two parts: the

rightmost term on the right hand side, which describes only the adiabatic motion of

the particle, and the remainder of the terms on the right hand side of both equations,

which describe the motion of the particle due only to the forces of the oblique wave.

The latter terms are multiplied by a sin η factor, implying that for any appreciable

change to occur in v⊥ and vz due to the oblique whistler, η must remain relatively

constant over some portion of our integration space, leading directly to the condition

required for resonance:

dη

dt
= mωH − ω − kzvz ' 0 (2.27)

which has the interpretation that resonance occurs when the Doppler-shifted fre-

quency of the wave as experienced by the energetic particle is matched to the particle

gyrofrequency (or an integer multiple thereof), so that the gyro-averaged electromag-

netic wave fields appear temporarily stationary in the frame of reference of the moving

particle.

Equation (2.27) suggests that a given oblique wave field (with a given frequency

and wave number along the field) has a preferred electron velocity with which it

resonates, expressed as: vres
z = (mωH − ω)/kz (see [Lauben et al., 2001] or (5.1) for

the relativistic version of vres
z ). The total energy of the particle can be determined
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by choosing to examine only those particles at the edge of the loss-cone, in which

case vres = vres
z cos−1 αlc and the energy follows directly. Further discussion of the

derivation and significance of the set (2.24) – (2.25) is beyond the scope of this

dissertation but can be found elsewhere [Bell, 1984; Jasna, 1993].

To close our set of equations, we note that the wave electric and magnetic field

components in (2.25) are not independent, but are instead related through the physics

of the propagation mode, expressed in the set of equations (2.5) – (2.7). Following

Bell [1984], Jasna [1993] and Lauben et al. [2001], and making use of (2.9), we relate

the Poynting flux of the wave Sw = (1/2)<e{Ew × Hw}, as well as all other wave

components to the single reference component Bw
y as:

∣∣Bw
y

∣∣2 =
2µ0ρ

2
2X

2µ cos θ|Sw|
c

√
(tan θ − ρ1ρ2X)2 + (1 + ρ2

2X)
2

(2.28)

X =
P

P − µ2 sin2 θ
(2.29a)

ρ1 =
Ew

z

Ew
y

=
(µ2 − S) µ2 sin θ cos θ

D
(
µ2 sin2 θ − P

) (2.29b)

ρ2 =
Ew

x

Ew
y

=
µ2 − S

D
(2.29c)

and

Ew
x

Bw
y

=
c
(
P − µ2 sin2 θ

)

Pµ cos θ
,

Ew
y

Bw
y

=
Dc

(
P − µ2 sin2 θ

)

Pµ cos θ (S − µ2)
,

Ew
z

Bw
y

=
−cµ sin θ

P
, (2.30)

Bw
x

Bw
y

=
−D

(
P − µ2 sin2 θ

)

P (S − µ2)
,

Bw
z

Bw
y

=
D sin θ

(
P − µ2 sin2 θ

)

P cos θ (S − µ2)
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where c is the speed of light, µ0 = 4π × 10−7 H/m is the permeability of free space,

and all other symbols are as previously defined.

Using the resonance condition (2.27) and typical wave parameters in the inner

magnetosphere (see for example Figure 5.14b) to compute the energies of resonantly

interacting electrons, we obtain values of ∼ 100−1000 keV as shown in Figure 5.12.

On the other hand, the propagation of the whistler wave in the plasma is largely

controlled by the relatively cold particles of the plasmasphere (.1 eV) indicating that

different energy ranges of the particle population control wave propagation, interact

in gyroresonance and experience pitch-angle scattering and precipitation due to the

wave (∼ 100−1000), and as discussed in the following section, cause wave damping

(∼100 eV to 1 keV).

Before we proceed to the first application of the theory presented above, we exam-

ine the manner in which the relatively colder but yet suprathermal magnetospheric

plasma attenuates the MR whistler wave, as this damping determines the time du-

ration over which the wave has sufficient power to induce significant changes in the

momentum and energy of the resonant energetic particles.

2.5 Landau damping

Up to now, we have used a cold plasma analysis (Section 2.3.2) to determine the wave

refractive index (which was necessarily assumed to be real) and derived gyro-averaged

equations of motion describing the dynamics of a relativistic charged test-particle

moving through the whistler wave field in a general harmonic gyroresonance (Section

2.4.2). In this section, we utilize a kinetic approach to determine the small correction

of the wave refractive index that comes about due to the presence of suprather-

mal particles. This correction manifests itself as an imaginary part, leading to the

damping of the wave for typical distributions of suprathermal electrons in the inner

magnetosphere.

Particles constituting any realistic plasma at a finite temperature are not cold (i.e.,

〈v2〉 6= 0), but in fact have a distribution of velocities that can affect a propagating

whistler wave. To account for the effects on the wave of a distribution of particles, we
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use the so-called ‘hot-plasma’ theory to re-derive the refractive index µ of the wave

as a function of frequency, using the more general Vlasov equation together with

Maxwell’s equations [Kennel, 1966], rather than the momentum transport equation

(2.5) used for the cold plasma analysis.

The solution of the Vlasov-Maxwell equations leads to a refractive index with

an infinite number of poles in the complex plane, corresponding to the resonance

condition expressed in (2.27). The effect of the poles can be determined using a

contour integration method around the poles, yielding a small imaginary component

to the refractive index, indicating that near resonance, there exists the possibility of

damping or growth of the wave. Writing the total refractive index as n = µ − iχ or

k = kr + iki, the imaginary part can be expressed as [Brinca, 1972]:

χ = −cki

ω

=
AN

4µ (2Aµ2 −B)

{
µ2 sin2 θ − P

2 (S − µ2)
Γ1 ·

[(
R− µ2

)
Jm−1 +

(
L− µ2

)
Jm+1

]2
G1 (2.31)

−2
[(

S − µ2 cos2 θ
) (

S − µ2
)−D2

]
Λ1JmG2

−2µ2 sin θ cos θΓ1 ·
[(

R− µ2
)
Jm−1 +

(
L− µ2

)
Jm+1

]2
G2

}

where the symbols A, B, C, D, L, P , R, and S are the Stix parameters introduced

in Section 2.3.2, AN is the normalization constant defined implicitly by (2.35), δ

represents the Dirac delta function, the argument of the Bessel functions Ji is β as

given in (2.25a), the real part of the refractive index µ is given by (2.12), and the

operators Γ1 and Λ1 are defined as:

(
Γ1

Λ1

)
=

2π2ω2
pe

ωkz

∞∑
m=−∞

∞∫

0

dv⊥

(
v2
⊥

v⊥

) ∞∫

−∞

dvz

(
1

vz

)
δ (vz − vres

z ) (2.32)

G1 =

(
1− kzvz

ω

)
∂f

∂v⊥
+

kzv⊥
ω

∂f

∂vz

(2.33)

G2 = Jm

[(
1 +

mωH

kz

)
∂f

∂vz

−m
ωHvz

ωv⊥

∂f

∂v⊥

]
(2.34)
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where vres
z = (mωH + ω) /kz as implied by (2.27), and f represents the electron dis-

tribution function, given as:

f(v⊥, vz) =
ANv2p

⊥
(v2
⊥ + v2

z + v2
0)

q ;

2π∫

0

dφ

∞∫

0

v⊥dv⊥

∞∫

−∞

fdvz = 1 (2.35)

The normalization defines AN and the mean square velocity determines v0. In

our work we use the suprathermal particle distribution given by f(v) = 2 × 105v−4

cm−6s3 [Bell et al., 2002] and the normalization factor AN reduces to AN = 2×105/ne,

where both numerator and denominator must be expressed in similar units. Further

description of this distribution is given in Section 4.2.3.

The set of equations (2.32)–(2.35) is both general and complicated, but fortunately

we do not need to deal with the entire set for our application. As shown by past

workers [Thorne and Horne, 1994] the dominant contribution to the damping of MR

whistlers, even in the presence of significant anisotropy, is the m = 0 resonance,

otherwise known as the Landau resonance. Thus, the infinite summation in (2.32) is

replaced with only the m = 0 term. In addition, since the last factor of (2.32) is a

Dirac delta function, the integral in vz amounts to evaluation of the integrand at vres
z ,

and similarly, further simplifications can be made to (2.33) and (2.34) such that the

terms G1 and G2 depend only on the parallel velocity gradient ∂f/∂vz evaluated at

vres
z = ω/kz.

The form and behavior of (2.32) – (2.35) can be illustrated with the aid of the

simplified diagram shown in Figure 2.10. As the MR whistler wave propagates, it has

an electric field component (Ez) parallel to the static magnetic field due to its oblique

nature (as can be inferred from (2.9) or given by (2.31)). This electric field is able

to accelerate or decelerate energetic electrons moving with the wave, in the process

losing or gaining energy respectively.

To better understand Landau damping, consider the analogy of a water wave res-

onantly interacting with surfers at the beach. The water wave contains gravitational

potential which is analogous to the electrical potential carried by the oblique whistler.

As shown in Figure 2.10a, the (somewhat idealized) wave travels to the right with

phase velocity vp, and there are no particles (surfers) on the wave. In panel (b), we



CHAPTER 2. THEORETICAL BACKGROUND 47

Potential wave

travelling right

  Left 

moving 

particles

 Right 

moving 

particles

f

vz

f

   Empty

distribution

  function

No damping

or growth

f = 0

f f

More slow 

 particles: 

DAMPING

More fast

 particles: 

GROWTH

    More left 

moving particles

    More right 

moving particles

vp

(a) (b)

(c) (d)

vp

vpvp

vz

vz vz

z

z
z

Figure 2.10: Landau resonance interactions; (a) a potential wave travelling right at
vp with no resonant particles, (b) resonant particles in reference frame of wave with
equal number moving left and right, (c) as (b) but more particles moving left (slower)
than right, (d) as (b) but with more particles moving right (faster) than left.

introduce a distribution of particles travelling at approximately the phase velocity of

the wave, with an equal number of particles travelling both differentially faster, and

slower than the wave. Viewed in the reference frame of the wave, the faster (slower)

particles slowly drift to the right (left). As the faster particles move up the potential

gradient, they are slightly decelerated, and lose energy to the wave. Similarly, as the

slower particles move down the potential gradient, they are slightly accelerated and

gain energy from the wave. Since there are equal numbers of differentially slower and

faster particles, the energy exchange is symmetrical, resulting in no net exchange of

energy and hence no damping or growth of the wave. However, if there are more dif-

ferentially slower particles than faster ones as shown in panel (c), then there are more
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particles gaining energy from the wave than those imparting energy to the wave, and

the wave is damped. Similarly, if there are more differentially faster moving particles

than slower, the wave would exhibit growth as shown in panel (d).

The damping or growth of the MR whistler wave similarly depends on the slope of

the distribution function near the particle velocity corresponding to the wave phase

velocity. In this work we choose to use the monotonically decreasing distribution

function of Bell et al. [2002] which was derived on the basis of recent measurements

with the HYDRA instrument on the POLAR spacecraft. Examples of path-integrated

losses of MR whistlers calculated in this way are shown in Chapter 4, Figure 4.1c,g.

Further discussion and examples of our implementation of Landau damping is given

in Section 4.2.3. Using the techniques introduced in this chapter, we now proceed

to analyze the propagation of MR whistlers in the magnetosphere, including the

variation of wave energy along the propagation path, and the resultant precipitation

of electrons into the atmosphere.



Chapter 3

L-Dependence of electron

precipitation due to MR whistlers

3.1 Introduction

The work presented in this chapter is motivated by recent SAMPEX satellite ob-

servations of precipitating high-energy electrons (>150 keV) in the drift loss cone.

The drift loss cone is differentiated from the bounce loss cone in that the mirroring

particles do not precipitate within one bounce period but rather within one longitu-

dinal drift period around the Earth, as their mirror altitude is lowered in the course

of their eastward drift towards the vicinity of the South Atlantic Anomaly [Blake

et al., 2001]. The drift loss cone flux enhancements observed on SAMPEX exhibit

unique and repeatable L-dependent signatures consistent with those expected from

gyroresonant pitch angle scattering induced by obliquely propagating MR whistlers.

An example of SAMPEX observations on July 16th 1995 is shown in Figure 3.1 where

relatively rare multiple narrow peaks were recorded at lower L-shells (1.4<L<1.65),

together with a more commonly observed broad precipitation maximum at higher

L-shells (L>1.8).

Association of these drift loss cone flux enhancements with lightning discharges is

suggested by coincident UARS satellite observations as in Figure 3.1b [Blake et al.,

2001]) which show that the energy spectra of the drift loss cone electrons strongly

49
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resemble the energy spectra of lightning-inducted electron precipitation (LEP) bursts,

previously observed in the bounce loss cone on the SEEP spacecraft [Voss et al.,

1998]. Further evidence of the causative role of lightning discharges is provided by

global lightning flash occurrence data from the Optical Transient Detector (OTD)

instrument on the OrbView-1 satellite [Christian et al., 1989] which indicates the

presence of several large lightning storm centers located westward of the SAMPEX

orbit during the observation. Both UARS and SAMPEX satellite track and data are

shown in Figure 3.1a, together with OTD data.

Our goal in this chapter is to develop a numerical model based on ray tracing

and a relatively simple treatment of the wave-particle interaction to estimate the L-

dependence of drift loss cone LEP enhancements under various ionospheric conditions

and for different source lightning locations. We then apply this model to parameters

of the SAMPEX observations, as a means to better understand the physical origin and

mechanisms leading to the drift loss cone flux enhancements and their L-dependent

signatures.

We present our model in Section 3.2, and then proceed to analyze in detail the

observations of Figure 3.1 in Section 3.3. In Section 3.4 we present model results for

a variety of ionospheric conditions and lightning source locations, and summarize the

findings of this work in Section 3.5. Much of the work presented in this chapter has

already been published [Bortnik et al., 2002a], but is repeated here for completeness,

and with some expanded clarifications added as appropriate for a Ph.D. dissertation.

3.2 Description of the model

The model used to calculate the L-dependence of energetic electron precipitation

into the drift loss cone driven by MR whistlers consists of two broad parts: the first

part involves the construction of a time-dependent wave property distribution, i.e., a

specification of the wave properties (e.g., wave power, refractive index, frequency) at

appropriately discretized spatial points in the magnetosphere as a function of time.

The second part involves the calculation of the energetic electron precipitation flux

driven into the drift loss cone at every point in the magnetosphere using the wave
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property distribution. This flux is integrated with respect to time, frequency, and

the energy range measured by SAMPEX to obtain the total precipitated flux versus

L-shell which can be compared directly with SAMPEX data.

3.2.1 Construction of the wave property distribution

The wave property distribution can be visualized as a three-dimensional block of data,

including two spatial dimensions describing a point in the magnetic meridional plane,

and time as the third dimension, describing the temporal evolution of a wave as it

propagates through the magnetosphere. To determine the wave property distribution

we use ray tracing weighted with appropriate initial power densities, and sample each

ray at fixed time intervals, adding their properties to the closest three dimensional

‘bin’, as described below.

We analyze the generation of the whistler wave energy using the procedure outlined

in Section 2.2. A lightning discharge is taken to occur at a given latitude λs, radiating

power in all directions. The wave power density at the base of the ionosphere (assumed

to be at 100 km altitude) is then calculated using (2.1) in a±5◦ region (the illuminated

region) about the source and is subsequently multiplied with an appropriate latitude-

and frequency-dependent attenuation factor to obtain the wave power density at the

top of the ionosphere (assumed to be at 1000 km altitude) in the same ±5◦ latitudinal

region around the source.

Using the Stanford VLF ray tracing code [Inan and Bell, 1977] described in Sec-

tion 2.3.4, we determine the propagation of the wave packet by filling the illuminated

region with 200 equally spaced rays for every frequency component, and tracing each

ray for a given time duration. The frequency spectrum of the wave packet is dis-

cretized into 21 frequency components spaced approximately logarithmically between

500 Hz and 25 kHz (chosen as the 6 dB points of the spectrum relative to its peak).

For each frequency component the set of 200 rays is traced for a certain ‘effective life-

time’ τ3(f) to approximately account for the effects of Landau damping. The effective

lifetime τ3(f) is determined using the Landau damping formulation of Brinca [1972]

together with recently measured suprathermal fluxes from the POLAR satellite [Bell
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Figure 3.2: Panels (a)–(d) illustrate the progression of a lightning generated whistler
wave through the magnetosphere at four different times, including all 21 frequency
components.

et al., 2002] for the central ray only (i.e., the one launched at λs) and corresponds

to the time at which the power density of the ray diminishes by 3 dB compared

to its initial value (e.g., see Figure 4.3 for similarly computed τ10(f) values). The

power density of each ray is held constant for the duration of its effective lifetime

and set to zero thereafter, since the Landau damping of typical magnetospherically

reflecting whistler waves is initially slow, but proceeds very quickly after a certain

point (assumed at ' −3 dB) [Thorne and Horne, 1994]. It should be noted here that

we use this relatively crude method of accounting for Landau damping only for the

first-order calculations undertaken in this chapter. Later on (Chapters 4–5) when we

fully simulate the MR whistler-induced precipitation we continuously vary the wave

power density along its propagation path in accordance with the local value of the

Landau damping rate.

We illustrate in Figure 3.2 four time slices from our wave property distribution,

showing a superposition of all 21 frequency components. The magnetic meridional

plane in the magnetospheric space between 0 ≤ X ≤ 4RE and −2RE ≤ Y ≤ 2RE is

discretized into 200×200 spatial bins (where X and Y originate at the center of the

Earth, are measured in Earth radii, and are oriented along the geomagnetic equator

and axis respectively) with 100 time bins making up the third dimension in the data

structure.

As the rays propagate through the magnetospheric grid, their various properties

are recorded at every grid point and at each time ‘bin’. In the case where more than

one ray traverses a magnetospheric grid point at the same time bin, we assume that
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the two rays are sufficiently incoherent that their respective powers would be additive

and that the square of the total magnetic field intensity at that point and time would

be equal to the sum of the squares of the individual components. The resultant wave

vector k is taken to be the vector average of the k-vectors of the different waves at

the particular spatial point and time.

3.2.2 Calculation of the wave-induced precipitation

Using the wave property distribution obtained in the previous section (available for

only one frequency at a time), the precipitating particle flux at every point and time

can, in principle, be computed using a test particle approach similar to that used

by Chang and Inan [1985b] based on the equations of motion described in Section

2.4.2. However, this approach is computationally intensive due to the large volume of

space occupied by the waves. In Chapter 5, we utilize a method that involves the use

of a combination of test-particle and diffusion analysis to determine the pitch-angle

scattering produced at each point along a given field line. In this chapter, however,

our goal is to come up with a first order estimate for the precipitated flux using a much

simpler interaction model that nevertheless accurately brings out the L-dependence

of the precipitation. As derived in Appendix A, the differential precipitation flux

∆ΦE at any point is given by the relation:

∆ΦE ∝ Bwv2

vres
z E3γ4

(3.1)

where

vres
z =

ωH/γ − ω

kz

(3.2)

from the resonance condition (2.27), and ∆ΦE is the electron energy flux scattered

into the loss cone within a particular magnetospheric spatial grid, ωH and ω are the

local gyrofrequency and wave angular frequency respectively, k is the wave vector,

and Bw is the magnetic field intensity of the wave responsible for changing the pitch

angle of the highly energetic electrons under consideration, γ =(1− v2/c2)
−1/2

is the

relativistic Lorentz factor, vres
z is the component of the resonant velocity of interacting
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particles along the static magnetic field, and E is the energy of the resonant electron.

Equation (3.1) represents a first order approximation designed to bring out the

L-dependence of the whistler-induced precipitation into the drift loss cone. Sample

calculations using (3.1) show very similar interaction lengths and locations to those

obtained using a test-particle approach performed for the first hop of the wave [Lauben

et al., 2001]. The use of (3.1) implicitly assumes that only resonant electrons are pitch-

angle scattered enough to be precipitated. We consider electrons with energies >150

keV, in order to directly compare with SAMPEX data.

After evaluating the incremental flux contributions from every grid point in the

wave property distribution, we integrate over all such contributions with respect to

time and along each L-shell. This integration gives the total precipitation flux versus

L-shell for a particular frequency component, and we repeat this process for all 21

frequency components. As a final step, we integrate with respect to frequency by finely

interpolating between the different frequency components and summing together the

resultant contributions.

3.3 Results for 25◦ lightning source latitude

The case of λs = 25◦ is presented separately because it is directly comparable to the

event shown in Figure 3.1 where the location of the storm center was at a similar

geomagnetic latitude. As discussed in Section 3.2.1 we trace 200 rays per frequency

component in the 10◦ illuminated region centered on λs = 25◦ (i.e., from 20◦ to 30◦)

and initially aim to determine the origin of the sharp precipitation peaks of Figure

3.1 at L<1.65.

3.3.1 Focusing of ray ensemble

Noting that wave-induced pitch-angle scattering is maximally efficient near the geo-

magnetic equator (compared for example to topside ionospheric interactions as con-

sidered by Neubert et al. [1987]), these sharp precipitation peaks suggest that the

rays injected in the illuminated region must have crossed the magnetic equator with a
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very narrow spatial extent perpendicular to B0. Such a situation can arise in at least

two ways: (1) the wave energy could be trapped in field aligned density enhancements

or depletions (ducts), or (2) the rays could be focused by horizontal density gradi-

ents in the ionosphere. The first scenario is considered unlikely due to the paucity of

ducts at low L-shells [Cerisier, 1974], and the fact that the presence of ducts would

still not prevent the illumination of the intervening magnetospheric region with a

continuum of nonducted waves which would also pitch-angle scatter and precipitate

electrons [Lauben et al., 2001] and would tend to wash out any peaks due to ducts.

The second possibility is considered more likely since horizontal ionospheric density

gradients are common at low latitudes [Kelley, 1989, p.192] and this mechanism is

explored in detail below.

To investigate the effects of horizontal density gradients, we consider the two

outermost rays of the illuminated region (i.e., injected at λ=20◦ and λ=30◦) noting

that all rays injected between these latitudes will be bounded by the outer rays in a

smooth magnetosphere (i.e., in the absence of sharp density gradients).

As shown in Figure 3.3, we can adjust the initial wave normal angle of the bound-

ing rays such that both rays (and hence the entire wave packet) will cross the magnetic

equatorial plane at a specific L-shell, thus effectively focusing the whistler wave energy

for all the intervening rays.

In fact, as shown in Figure 3.4 the bounding rays are able to focus over a range of

L-shells from L∼1.2 to ∼1.6, and hence produce sharp precipitation peaks consistent

with the observation of Figure 3.1 where the sharp peaks are seen below L'1.65. In

Figure 3.4 we analyze 11 frequency components, showing on the abscissa the equa-

torial focusing L-shell of the bounding rays, and on the ordinate the wave normal

angle relative to the local vertical ψ of the λ = 20◦ ray (solid line), the λ = 30◦ ray

(dotted line) and difference in wave normal angles ψ(λ=30◦)− ψ(λ=20◦) (dash-dot

line). The gray rectangle in the 5 kHz panel highlights the values illustrated in Figure

3.3, where the equatorial crossing of L=1.42 is achieved when ψ(λ=30◦)=46◦ and

ψ(λ=20◦)=24◦.

This figure suggests that the initial wave normal angles fall within reasonable

bounds that are consistent with ionospheric refraction [James, 1972] and that a single
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focusing on the magnetic equatorial plane.

lightning discharge at a particular location could produce a sharp precipitation peak

over a range of L-shells depending on the particular horizontal ionospheric density

gradients present at the time.

3.3.2 Horizontal density gradients

To test whether typical ionospheric horizontal density gradients could produce the

wave normal rotation that is required for focusing (as shown in Figure 3.4), we con-

struct a realistic model of the upper ionosphere using the formulation of Angerami

and Thomas [1964] with superimposed field aligned density structures [Bernhardt and

Park, 1977]. We assume that rays enter the bottomside ionosphere at 100 km and
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that due to the large positive vertical density gradient, their wave normal angles be-

come vertical by the time they reach ∼300 km. We then perform ray tracing between

300 km and 1000 km as shown in Figure 3.5, where we see that the low latitude ray

(λ=20◦) and high latitude ray (λ=30◦) attain wave normal angles of ∼24◦ and ∼46◦

respectively at 1000 km, entirely consistent with the values necessary for focusing the

ray paths on the magnetic equatorial plane.

We note that the model ionosphere that can produce such refraction is not unique,
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since it is the horizontal gradients between λ=20◦ and λ=30◦ (together with magnetic

field parameters) rather than the absolute density that controls the rotation of wave

normals away from the vertical direction [James, 1972].

The particular ionospheric model chosen is illustrated in Figure 3.6 showing the

electron number density at an altitude of 1000 km, as a function of latitude. Since

rays are traced in the magnetic meridional plane, azimuthal density gradients are

assumed to be negligible compared to latitudinal gradients, an assumption which is

valid particularly in the midnight sector (see Bilitza [2001] and references therein).

The model ionosphere shown as a solid line in Figure 3.6, was chosen to be represen-

tative of typical ionospheric profiles at the latitudes of interest. A number of density

profiles are plotted as dashed lines for comparison, representing different longitudes at

2100 UT, July 16th 1995 (the time and date of the observation shown in Figure 3.1),

using the International Reference Ionosphere model from the Web pages of NASA’s

National Space Science Data Center [Bilitza, 2001].
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3.3.3 Pitch angle scattering and interpolation

Using the initial injection wave normal angles at 1000 km ψ(λ = 20◦) = 24◦ and

ψ(λ=30◦)=46◦, we perform ray tracing and calculate the wave property distribution

as described in Section 3.2.1 for each frequency component, and compute the flux of

precipitating particles as described in Section 3.2.2. After a few magnetospheric re-

flections, different frequency components tend to settle on specific L-shells [Draganov

et al., 1992] as discussed in Section 4.2.2 and shown in Figures 4.1 and 4.2 , lower

frequencies settling on higher L-shells and vice versa. Thus, the precipitation oc-

curring on various L-shells also exhibits distinct energy spectra determined by the
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frequencies involved in the resonant interaction. In our calculations, we confine the

resonant interaction region to ±5◦ around the geomagnetic equator, based on the

work of Lauben et al. [2001] who have used a full test-particle calculation for the

first pass of the whistler wave to show that the longest wave-particle interaction was

limited to a region of ∼10◦ centered on the geomagnetic equator.

This process is repeated for all 21 frequency components covering the range of 0.5–

25 kHz, using interpolation to determine the contribution of intermediate frequency

components. Such interpolation is justified since the L-dependence of the precipita-

tion signature varies slowly with frequency. The final integrated and normalized plot

of the L-dependent precipitation flux produced by a lightning source at 25◦ latitude,

with the inclusion of focusing horizontal gradients is shown in Figure 3.7a.

3.3.4 Comparison with SAMPEX data

The similarities between Figures 3.7a and 3.1b are readily apparent. Both exhibit

a sharp precipitation peak at L < 1.65, and a broad precipitation maximum at L >

1.9. The shape of the broad precipitation maximum exhibits a similar trend with

a ‘shoulder’ feature at L ' 2 followed by the broad maximum at higher L-shells.

We note that the relative magnitude of the sharp precipitation peak and the broad

maximum are slightly different in the two figures, and also that the SAMPEX data

in Figure 3.1b contains multiple sharp peaks whereas the calculation only predicts

one peak per lightning discharge. These differences can occur due to the presence of

other lightning sources nearby, as discussed in Section 3.4.4.

3.4 Effect of injection parameters on the precipi-

tation signature

We now extend the methodology used in Section 3.3 to examine the effects of different

horizontal ionospheric density profiles on the precipitation signature, with the aim of

developing a qualitative guideline for predicting the conditions under which ray path

focusing effects occur, and to suggest a possible explanation for the multiple narrow
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peaks observed in Figure 3.1b.

3.4.1 IRI Model at 190◦ longitude

For direct comparison with Figure 3.7a, the IRI ionosphere at a longitude of 190◦

(i.e., the longitude of the lightning flashes in Figure 3.7a) is modeled as shown in

Figure 3.6 and rays traced from 300 km to 1000 km through it, assuming a lightning

source latitude of 25◦ as before. The refraction of the wave normal vectors in this

case was more severe, resulting in ψ(λ = 20◦) = 71◦ and ψ(λ = 30◦) = 57◦. The

severe refraction is a result of the higher electron density gradients at the injection
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latitudes. Note that the ray injected at 20◦ refracts further away from the vertical

than that injected at 30◦, resulting in a “defocusing” of the wave energy. This result

is consistent with the observation that the electron density gradient is larger at the

lower injection latitude than at the higher. Analysis of the underlying ray paths (not

shown) indicates that the rays crossing the magnetic equatorial plane are more diffuse

(spread further apart), and re-enter the topside ionosphere after the first hop without

any magnetospheric reflections due to their high wave normal angles. The resultant

associated integrated precipitation flux signature is shown in Figure 3.7b on the same

relative scale as 3.7a and exhibits a relatively weak low L-shell precipitation peak,

without a broad peak at higher L-shells, due to a lack of magnetospherically reflected

components.

3.4.2 Injection with vertical wave normals

The case of injection with vertical wave normal vectors at 1000 km is of particular

interest because a strictly horizontally stratified ionosphere is assumed in the large

body of previous work [Edgar, 1972; Draganov et al., 1992; Thorne and Horne, 1994;

Lauben, 1999; Lauben et al., 2001] as well as in our later calculations in Chapters 4

and 5, thus eliminating any possibility of ray focusing or defocusing due to horizontal

gradients. The resultant precipitation signature for a lightning source latitude of

25◦ is shown in Figure 3.7c, and clearly demonstrates the effect on the precipitation

signature of multiple magnetospherically reflected components. Although the broad

high L maximum robustly maintains its position, the low L-shell peak is in this

case spread out and is effectively blended with the broad higher L maximum. This

result indicates that a horizontally stratified ionosphere does not lead to low L-shell

peaks such as those observed in the SAMPEX data. Our results for this case are

also compared (later in Section 5.2.5) with the results obtained with the “full” wave-

particle interaction model in Figure 5.23, showing excellent agreement.
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3.4.3 Lightning source latitudes of 35◦ and 45◦

We now analyze a lightning source at λs =35◦ by again tracing 200 rays per frequency

component over a 10◦ illumination region centered on the source. As shown in the

model profile of Figure 3.6, the horizontal latitudinal gradient at 40◦ is larger than

that at 30◦ so that the resultant wave normal angles at 1000 km are ψ(λ=40◦)=76◦

and ψ(λ = 30◦) = 46◦ respectively for rays injected at these two latitudes. The

precipitation signature shown in Figure 3.8a exhibits a diffuse low L-shell peak, as

well as a broad, higher L-shell maximum. The presence of the low L peak is caused

by horizontal gradient focusing which is not optimal, unlike the 25◦ case. Much

of the whistler radiation at the higher wave normal angle (76◦) is absorbed by the

ionosphere, but a fraction is still able to magnetospherically reflect and escape to

higher L-shells, contributing to the formation of the broad peak visible at L>2.

For a source at λs =45◦, the model ionosphere of Figure 3.6 shows a large horizon-

tal gradient at 40◦, causing the wave normal vector to rotate by 76◦ off the vertical,

and a low horizontal density gradient at 50◦, causing a wave normal rotation of 15◦

away from the vertical. In this case the wave normal vectors refract away from each

other, resulting in defocusing. The resultant precipitation flux versus L-shell signature

is shown in Figure 3.8b, exhibiting the distinct absence of a low L-shell precipitation

peak, as well as the robust presence of the high L-shell, broad precipitation maximum

at L>1.5. Note also that the precipitation flux resulting from a lightning source at

this latitude is more intense than that from lower latitudes, and that the vertical scale

in Figure 3.8 is appropriately extended.

3.4.4 Formation of multiple narrow peaks

It is evident from Figure 3.1 that multiple narrow peaks at low L-shells occur at least

some of the time, whereas our model calculations predict only one such peak per

lightning discharge. Noting that the drift-loss-cone flux enhancements observed by

SAMPEX represent the sum of all particles scattered at longitudes due west of the

satellite location, multiple peaks can be attributed to the contributions of a number

of different source lightning strokes at different longitudes. Each source lightning
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can account for one low L-shell precipitation peak, but due to the eastward drift of

mirroring electrons in the drift loss cone, electrons precipitated by waves originating

at different lightning strokes can superpose to form the multiple narrow peak pat-

tern seen in Figure 3.1. In this connection, we note that the horizontal ionospheric

density profiles typically vary with longitude as shown in Figure 3.6, so that the rays

originating at different lightning discharges may focus at slightly different L-shells as

they cross the geomagnetic equator.

Consider for example, a longitudinal location slightly west of the location of our

model ionosphere in Figure 3.6. Using a slightly modified ionospheric density gradi-

ents (as would be the case at a different longitude), a lightning stroke at 25◦ geomag-

netic latitude would produce wave normal angles at 1000 km of ψ(λ=20◦)=12◦ and
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ψ(λ = 30◦) = 42◦ at injection latitudes of 20◦ and 30◦ respectively. The precipitated

flux versus L profile for this case is shown in Figure 3.8c, where the low L-shell peak

has moved to slightly higher L than in Figure 3.7a, namely to L ' 1.5. We have

thus shown that with two slightly different model ionospheres, two distinct peaks can

be formed by two different lightning sources. The formation of more peaks is then

only a matter of having other lightning strokes occurring at L-shells near ionospheric

focusing regions.

Another important aspect of the comparison of the result of Figure 3.7a with the

SAMPEX data in Figure 3.1c is that the intensity of the low L-shell precipitation

peak for the latter is a factor of ∼10 lower than the maximum intensity of the high

L peak, whereas that for the former is lower by a factor of ∼100, and slightly less in

Figure 3.8c. This discrepancy results from our restriction of the frequency spectrum

to frequencies <25 kHz. The choice of 25 kHz was rather arbitrary, the wave power

radiated by the lightning discharge at 25 kHz being ∼6 dB lower than the strongest

frequency component at 5 kHz, with 500 Hz being chosen to be the lower frequency

cutoff for the same reason. Since higher frequency components resonantly interact

with lower energy electrons, and the available flux of lower energy electrons is typically

much higher than that of higher energy electrons (e.g., Figure 5.9), the contribution to

the precipitation flux of the high frequency components does not become negligible

at 25 kHz in spite of the substantially reduced wave intensity but instead slowly

diminishes with increasing frequency. For instance, for typical parameters at L∼1.5

and a wave normal angle θ ∼ 45◦, 25 kHz and 40 kHz wave frequency components

resonate with ∼310 keV and ∼170 keV electrons respectively. Consideration of wave

frequency components above ∼40 kHz is unnecessary in our example, since resonant

energies fall below 150 keV, which is the detection threshold of the SAMPEX satellite

particle detectors.

To quantify the effect of the increased bandwidth upon the precipitation signa-

ture, we show in Figure 3.8d results for the case when the simulated wave frequency

spectrum is extended to 40 kHz. We see that the higher frequency wave compo-

nents contribute only to the narrow, low L-shell precipitation maximum since their

frequency is too high for them to magnetospherically reflect, and thus contribute to
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the high L-shell peak. As a result, the relative magnitudes of the low L narrow peak

and the high L peak are now within about a factor of ∼5, comfortably reproducing

observed precipitation signatures. We note that since higher frequency components

contribute only to the low L peak, the shape of the wave spectrum radiated by light-

ning essentially controls the relative magnitudes of the low L and high L peaks. For

example, if the low L and high L peaks are very close together in magnitude we

might conclude that the source was a relatively rapid lightning discharge producing

significantly more power at high frequencies.

It should be mentioned that in the above model, the trapped electron flux at the

loss-cone boundary is assumed to be constant with L-shell. The trapped flux levels

for energetic particles can in fact exhibit substantial variations with L as shown in

Figure 5.10, but this variation is highly dependent on geomagnetic conditions [West

et al., 1981] and for simplicity is left out of the formulation at this stage. Nevertheless,

results for any given variation of trapped flux with L-shell can be inferred from those

presented here since the precipitated flux is linearly proportional to the trapped flux

level at the edge of the loss cone (thus, for a particular precipitation versus L-shell

signature e.g., Figure 3.8c, one simply needs to multiply this curve by the particular

trapped flux versus L-shell variation).

3.5 Discussion and model limitations

The work presented in this chapter has dealt with the interpretation of a new type of

L-dependent precipitation signature measured in the drift loss cone by the SAMPEX

satellite. Using numerical ray tracing and a first order model for the wave-particle

interaction, we have shown that the observation is consistent with that of a single

lightning stroke that radiates VLF wave energy into the magnetosphere in the form

of a nonducted, magnetospherically reflecting whistler mode wave.

The narrow precipitation peak observed at low L-shells is attributed to the first

equatorial crossing of the whistler wave, and underscores the importance of ionospheric

horizontal density gradients, which can focus or defocus wave energy. While waves
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from a certain lightning location might be focused by the overhead horizontal den-

sity gradients, waves from lightning discharges at other locations would be defocused

and their contributions would not be significant. Thus the presence and intensity of

the low L-shell peaks depends on the particular distribution of lightning sources and

ionospheric density gradients in effect at any given time.

The broad precipitation maximum observed at higher L-shells seems to be robustly

present in both model calculations and in SAMPEX observations, and is formed due

to the second and subsequent hops of the MR whistlers. This agreement of theory

and observation provides insight into a number of related topics. First, the lifetime

of MR whistlers in the magnetosphere is implied to be far longer than originally

estimated by Thorne and Horne [1994] who used thermal particle data from the

OGO 3 satellite, as we show in the following chapter. Recent measurements made

with the HYDRA instrument aboard the POLAR satellite [Bell et al., 2002] at the L-

shells of interest have shown consistently lower fluxes of thermal electrons, supporting

the notion that Landau damping is indeed less severe and lifetimes of MR whistlers

are longer than originally thought. Secondly, due to the demonstrated ability of

MR whistlers to scatter energetic electrons and implied longer lifetimes, we believe

that the partial contribution of lightning generated MR whistlers to the pitch-angle

diffusion rates of radiation belt electrons may have been underestimated in past work

[Abel and Thorne, 1998a,b]. Thus correct inclusion of the effects of these waves could

significantly alter the L-dependent equilibrium distribution functions and lifetimes of

energetic electrons.

The model used in the work presented above has inherent limitations that must

be taken into account when interpreting the results. First, the equation used to

describe the scattered flux due to a wave-particle interaction is only a first order

approximation to the far more complicated set of differential equations of motion

describing a particle moving through an oblique wave field [Bell, 1984], which is used

in Chapter 6 for a complete determination of the MR whistler induced precipitation.

While the crude method used in this chapter hides some of the microphysics of the

interaction, we have found that the L-dependent precipitation signature varies little

with the degree of complexity of (3.1), and is essentially an indicator of whether wave
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energy is present or absent near the geomagnetic equator at a given L-shell.

Equation (3.1) also assumes that precipitation is caused predominantly by first

order gyroresonance interactions. The degree of validity of this assumption is demon-

strated by quantitatively considering the contributions of higher order resonant in-

teractions in Section 5.2.2. For now, we justify this assumption using two simple ar-

guments. Firstly, higher order gyroresonance interactions involve particles of higher

energies as shown in Figures 5.12 and 5.15, which are less abundant (Figure 5.9).

For example, a 5 kHz wave at the geomagnetic equator, L = 2, with a wave normal

of 87.6◦ interacts with particles of energies 196 keV, 604 keV, and 1066 keV in the

first three resonance interactions (m = 1, 2, 3) respectively. Assuming a phase space

distribution ∝ E−3 the relative abundances of particles at these energies are 1, 0.03,

and 0.006 respectively (normalized to the first gyroresonance abundance). Secondly,

higher order gyroresonance interactions are progressively less efficient at scattering

electrons in pitch angle [Brinca, 1972],

The final limitation of our model calculations presented in this chapter is that the

effects of Landau damping are included in an approximate way, by keeping the power

of the ray constant until the --3 dB point (taken as the ‘effective lifetime’ of the ray),

and setting the amplitude to zero thereafter. The effective lifetime is determined only

for the center ray using the formulation of Brinca [1972] and suprathermal fluxes from

Bell et al. [2002]. In reality, the wave power density is damped progressively along

its trajectory as shown in Figure 4.1; however, since the rate of decay is much more

rapid beyond the –3 dB point, our choice of this point as a convenient location to

extinguish the ray is an appropriate assumption.

Having examined the effects of a single lightning event in the context of parti-

cle precipitation, we now wish to develop a comprehensive wave-particle interaction

model. To achieve this, we begin by considering the development of a wave model

that includes path-integrated Landau damping and which can be used to reproduce

the wave characteristics of an MR whistler at any point in the magnetosphere, due

to a lightning discharge located at any given latitude on Earth.



Chapter 4

Frequency-time spectra of MR

whistlers

4.1 Introduction

In the previous chapter we used a first-order model for the wave-particle interaction

to estimate the L-dependence of precipitating electrons driven by lightning gener-

ated MR whistler waves. Our aim in the next two chapters is to develop a more

exact treatment of the wave-particle interaction so as to more accurately determine

the wave-induced pitch-angle scattering resulting from a range of harmonic gyrores-

onance interactions and to extend the prediction capability of our model to include

the detailed frequency-time (f−t) signatures of the waves and temporal signatures

and energy spectra of the wave-driven precipitation. These more extensive results are

also used to validate our earlier estimates.

In this chapter we extend past work [Edgar, 1972; 1976] by introducing a numer-

ical method allowing the determination, at any location in the magnetosphere, the

observed f−t spectrogram resulting from a lightning discharge at any given latitude

on Earth. Using the two-dimensional Stanford VLF ray tracing code (discussed in

Section 2.3.4, and Inan and Bell [1977]) we calculate the trajectories of 5330 whistler

rays that effectively sample the frequency spectrum of the lightning discharge and lat-

itudinal spread of wave energy about the source, and then use these so-called “sample

70
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rays” to create ∼120 million interpolated rays. Each interpolated ray is weighted with

a measure of wave energy according to its frequency and injection latitude (Section

2.2) resulting from the combined effects of excitation (by lightning currents), propaga-

tion (in the Earth-ionosphere waveguide), and attenuation (due to trans-ionospheric

propagation). The wave energy is then progressively attenuated along the ray’s tra-

jectory as it propagates in the plasmasphere, in accordance with Landau damping

calculated on the basis of realistic suprathermal electron fluxes (Section 2.5). The

f−t spectrogram representative of what would be observed on a satellite located in

a given region in the plasmasphere is constructed by defining a detection area and

examining the rays that cross this region.

We investigate the role that the lightning source latitude, observation location, and

plasmaspheric electron density distributions have on the appearance of the simulated

f−t spectrograms and show that all three parameters lead to distinct and well-defined

f − t features. In particular, we focus on various plasmaspheric electron density

structures and explain the connection between these structures and the appearance

of specific observed features in the f−t spectrograms. Using the analysis presented in

this Chapter, it may be possible to infer certain features of the source (e.g., latitude)

and plasmaspheric density profiles from observed MR whistler spectrograms.

The bulk of the work presented in this chapter has been published [Bortnik et al.,

2003b] but is presented here for completeness with clarifications and expansions as

appropriate for a Ph.D. dissertation.

4.2 Description of the model

To represent the plasmaspheric distribution of VLF waves due to a single lightning

discharge, the trajectories of 41 rays injected over a ±10◦ geomagnetic latitude range

about the source are numerically computed for each frequency component using the

two-dimensional Stanford VLF raytracing code (discussed in Section 2.3.4 and Inan

and Bell [1977]). For example, to simulate a lightning source latitude of 35◦, rays

are injected over the range of 25◦ to 45◦ spaced 0.5◦ apart in latitude, compared

with the wave model used in our approximate treatment in Chapter 3 where we only
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considered an illumination region ±5◦ about the source.

Each injected ray is initially assigned a power density (discussed in Section 4.2.1)

consistent with the lightning frequency spectrum, the attenuation experienced by

the wave during propagation in the Earth-ionosphere waveguide, and the subsequent

trans-ionospheric propagation loss. To represent the lightning spectrum in the VLF

range of interest, 130 frequency components spaced approximately logarithmically

between 200 Hz and 60 kHz are used. The resulting 5330 rays thus form the “sample

rays” between which interpolation is performed as described in Section 4.2.5. The

Landau damping of each sample ray is calculated continuously along its trajectory

as described in Section 4.2.2, and the wave energy represented by the rays that cross

a given magnetospheric region is recorded and used in the construction of the f−t

spectrogram at that observation point. The calculation procedure is discussed in

greater detail below.

4.2.1 Wave power density at the point of injection of rays

To compute the wave power density at the injection altitude (1000 km) and latitude

of the whistler rays, we used the methodology described in Section 2.2 to obtain an

array of power density values S(f, λ, λs), the entries of which are dependent on the

frequency f and latitude λ and represent the wave power density at 1000 km due to

a lightning discharge at a source latitude λs.

Since we are considering a transient impulsive signal injected by a lightning dis-

charge, we assume that each ray carries a portion of wave energy in accordance with

the frequency spectrum described by (2.1). For this purpose, the initial wave power

density represented by each ray at the top of the ionosphere S(f, λ, λs) is integrated

with respect to space, frequency, and time. In performing the spatial integration we

multiply the wave power density by the latitudinal extent of the ray converted to

units of distance. The latitudinal extent follows from the number of rays injected

per degree of latitude, and hence the latitudinal range that each ray is intended to

represent. Since we use two-dimensional ray tracing, we cannot integrate the wave

power with respect to a longitudinal extent. Instead, we assume azimuthal symmetry
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and let the wave energy density (i.e., energy per meter of longitudinal arc-length)

vary in inverse proportion to the arc-length of the thin longitudinal slice in which

we assume the wave energy to be contained. Similarly, integration with respect to

frequency is carried out by multiplying the intensity of each frequency component

as calculated by (2.1), with the bandwidth that it is intended to represent. Time

integration is performed by assuming that the power of each frequency component

was initially constant over a period of 200 µs, and zero otherwise, consistent with a

typical lightning waveform [Uman, 1987, p.124]. It is important to note that in both

frequency and spatial-extent, the above-mentioned integrations are performed after

interpolation between sample rays.

4.2.2 Deposition of MR wave energy at frequency-specific

L-shells

As mentioned above, lightning generated whistler waves injected into the magne-

tosphere typically contain a continuum of frequencies in the ELF/VLF bands, as-

sumed to be 200 Hz–60 kHz in our case. If the various frequency components of the

whistler were to propagate in the magnetosphere indefinitely without being damped,

each wave frequency component would migrate within a few seconds to a “preferred”

L-shell region, and subsequently slowly (tens of seconds) settle on a particular L-shell

within that region in which the wave frequency is approximately equal to the equator-

ial lower hybrid resonance (LHR) frequency (this type of behavior of the whistler mode

ray paths was discussed previously by Thorne and Horne [1994], Ristic’-Djurovic’ et

al. [1998], and references therein). In this context, the magnetosphere resembles a

resonant cavity to whistler-mode waves, with one difference from a metallic cavity

being that at the reflection points it is the transverse (relative to the ambient mag-

netic field direction) component of the wave magnetic field that vanishes, rather than

the electric field.

The ray path behavior described above is illustrated in Figure 4.1 where we con-

trast rays for two frequency components, 500 Hz (left column) and 5 kHz (right

column) injected at 25◦ geomagnetic latitude. The rows show the ray path in a
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Figure 4.1: MR whistler ray path properties of two frequency components, left col-
umn: 0.5 kHz, right column 5 kHz; (a) and (e) ray paths, (b) and (f) ray’s local L-shell
as a function of time, (c) and (g) power density decrease due to Landau damping,
(d) and (h) typical refractive index surfaces showing a closed surface on the second
equatorial crossing (d), and open surface on the sixth equatorial crossing (h).
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Figure 4.2: Settling frequencies fs as a function of L-shell.

meridional slice (row 1), the L-shell of the ray as a function of time (row 2), the

relative wave power density as a function of time (row 3), and a typical refractive

index surface of the ray (row 4). As shown in Figure 4.1b, the 500 Hz ray starts at

L'1.4 (λs = 25◦ at 1000 km altitude), migrates to higher L-shells, and then slowly

converges on its specific settling L-shell of L ' 3.45. For comparison, Figure 4.1e

shows the 5 kHz frequency component initially overshooting its specific settling L-

shell and then slowly moving to lower L-shells until it settles at L'1.6. We note that

for injection at mid-latitudes, some frequency components move predominantly from

lower to higher L-shells (e.g., Figure 4.1a,b), whereas others move predominantly

from higher to lower L-shells (e.g., Figure 4.1e,f). Thus, each L-shell is associated

with a particular frequency component fs that is most likely to settle there, with fs

being approximately equal to the equatorial lower hybrid resonance frequency fLHR

of that L-shell. A plot of fs (or alternatively the equatorial LHR frequency) as a

function of L-shell is shown in Figure 4.2.

4.2.3 Lifetime of MR whistler waves

The damping due to Landau resonance interactions between whistler waves and

suprathermal electrons (Landau damping) is computed using the formulation of Brinca

[1972] presented in Section 2.5, with a distribution function of suprathermal electrons

given by:
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f (v) =
2× 105

v4
[cm−6s3] (4.1)

where v is the electron velocity measured in units of cm s−1. This distribution repre-

sents an approximate numerical fit to recent measurements made with the HYDRA

instrument on the POLAR satellite [Bell et al., 2002] of electrons in the range 300

eV–2 keV, which are the particles most heavily involved in the Landau damping of

the wave. For reference, the corresponding flux values are j(1 keV) = 105 and j(300

eV) = 3 × 105 cm−2s−1str−1keV−1. It should be noted that the above flux values

are substantially lower than those used by Thorne and Horne [1994] in their study.

This discrepancy is discussed by Bell et al. [2002] and appears to be due to the fact

that the model fluxes for L < 4 used by Thorne and Horne [1994] were based on

spacecraft measurements made on a few passes in the outer plasmasphere (L> 5.3),

whereas the fluxes given by Bell et al. [2002] represent an average of many satellite

observations in the region 2.3 < L < 4 which is most appropriate for MR whistler

propagation. As a result of Landau damping, the wave power along the ray path

varies as P = P0 exp
(−2

∫
kids

)
, where P0 is the power at the injection point, ki is

the component of the imaginary part of the wave vector k directed along the ray path,

and ds is an element of distance along the ray path. The quantity ki is computed at

each time step for each ray using the formulation discussed in Section 2.5 [Brinca,

1972]. Subsequent integration of ki with respect to the distance traversed by the ray

leads to the variation of the wave power density along the ray path. The real part of

the refractive index µ (used to evaluate ki) is calculated by the VLF ray tracing code

[Inan and Bell, 1977] using the cold plasma approximation, which tends to slightly

overestimate µ when the wave normal is very close (within ∼ 0.1◦) to the resonance

cone (where it would otherwise be bounded by thermal effects). Our cold-plasma as-

sumption thus leads to increased damping, and hence the MR whistler lifetime values

discussed below should be viewed as a lower bound to actual lifetimes, which can be

evaluated with the inclusion of thermal effects.

To examine the effects of Landau damping, we launch rays from four assumed

lightning source locations (λs =25◦, 35◦, 45◦, and 55◦) at an altitude of 1000 km with
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Figure 4.3: MR whistler lifetime (defined as the time when the wave power density
along the ray path is diminished by 10 dB) plotted as a function of wave frequency,
parameterized in injection latitude (showing λs = 25◦, 35◦, 45◦, and 55◦).

vertical wave normal angles, and from each location we trace rays in the frequency

range 0.2–10 kHz in a smooth magnetosphere modeled after Carpenter and Anderson

[1992] under geomagnetically quiet conditions (Kp' 0, resulting in the plasmapause

location of L' 5.5). We compute the Landau damping along the path of each ray,

note the time at which its power density is reduced by a total of 10 dB relative to

its initial power density, and designate this value as the lifetime τ10(f, λs) of this

particular ray. For example the lifetimes of the 0.5 kHz and 5 kHz rays injected at

λs =25◦ are ∼37 sec, and ∼6 sec respectively, as can be inferred from Figure 4.1c and

4.1g. It should be noted that in calculating the lifetimes of individual rays, only wave

power dissipation due to Landau damping is considered. Geometrical effects such as

spreading or focusing losses (or gains) are accounted for through the behavior of the

full set of ∼120 million rays (Section 4.2.5).

Lifetimes calculated as described above are shown in Figure 4.3. Waves at lower

frequencies (≤ 1 kHz) have dramatically longer lifetimes than those at the higher

frequencies, with the 200 Hz component launched at λs =25◦ lasting over 70 seconds.
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We note that wave frequency components below ∼400 Hz are plotted as dashed lines

to indicate that in order to propagate up to the radiation belts, they would have

to undergo mode conversion from the left-hand polarized ion cyclotron mode into

the right-hand polarized whistler mode in the ionosphere. Such mode coupling has

been both experimentally observed [Rodriguez and Gurnett, 1971] and theoretically

explained in previous work [Arantes and Scarabucci, 1975]. Nevertheless, when con-

sidering absolute power levels of such low frequency wave components it is necessary

to account for the power loss due to imperfect mode coupling, the determination of

which is beyond the scope of this work. The lifetimes of MR whistlers decrease as

the injection latitude of the rays is increased, regardless of the wave frequency. For

injection latitudes lying in the range 25◦ to 45◦, the lifetime of MR whistlers can be

approximately expressed analytically as a function of wave frequency f (in kHz), and

injection latitude λs (in degrees) as:

τ10(f, λs) ' 9 + 26.1−0.1λs

f 0.925−0.005λs
(4.2)

which is useful in simpler formulations that only require a ray lifetime at which rays

can be terminated, as we have done in Chapter 3 using the −3 dB point.

To understand the frequency and injection latitude dependence of MR whistler

lifetimes, we refer to Figure 4.2, which shows the equatorial LHR frequency (which

is also the frequency fs of waves which eventually settle at this L-shell) as a function

of L-shell. In order to settle at the appropriate L-shell, a wave component at a given

frequency propagates predominantly to either higher or lower L-shells relative to the

L-shell of injection. In propagating from lower to higher L-shells, the wave frequency

remains almost entirely below the LHR frequency, with the result that the wave

refractive index (µ) surface is closed, the magnitude of µ is therefore bounded, and

stays at relatively low values as shown in Figure 4.1d. If on the other hand, the ray

path moves from higher to lower L-shells, the wave frequency remains above the LHR

frequency, with a corresponding refractive index surface that is open (unbounded),

resulting in potentially very large values of µ. To move to lower L-shells, the k-vector

of the ray extends beyond the Gendrin angle [Edgar, 1972] and remains very close
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(< 1◦) to the resonance cone, where it is typically large (∼ 100−1000). The large

values of µ in turn imply lower phase (and group) velocities, which cause the waves

to resonate with lower energy particles of which there are many more (a condition

necessary for Landau damping) than higher energy particles, thus resulting in more

significant damping.

For rays injected from λs≥ 45◦ latitude and for the 200 Hz to 10 kHz frequency

range shown in Figure 4.2, ray paths for all of the frequency components need to move

from higher to lower L-shells, resulting in overall high µ values, increased damping

rates, and decreased MR whistler lifetimes. Note from Figure 4.3 that the lifetimes of

rays injected at λs =45◦ and λs =55◦ are very similar. For the lower injection latitude

of λs =35◦, some of the frequency components need to move to higher L-shells to reach

their settling L-shells, and since these are primarily the low frequency components,

their lifetimes are dramatically longer, whereas the lifetimes of the higher frequency

components (f≥5 kHz) differ only slightly from the λs≥45◦ injection cases. For the

lowest injection latitude of 25◦, rays for most of the frequency components considered

move from lower to higher L-shells, resulting in significantly larger lifetimes. An

additional effect, which accounts for the slight differences between the λs = 45◦ and

55◦ cases, is that rays launched from higher latitudes damp more rapidly (i.e., ki stays

at higher values for a longer portion of the ray path) since they initially follow longer

geomagnetic field lines.

4.2.4 Detection of whistler waves at an observation point

Before discussing the interpolation between rays, it is instructive to first consider how

the wave properties carried by such rays are to be recorded at a given observation

location. For this purpose, we define a small detection area oriented perpendicularly

to the magnetic field line (in particular we confine our attentions in this chapter to

the magnetic equatorial plane), centered on a given L-shell, and having a given L-

shell extent (discussed below). After every time-step in the course of our ray tracing

calculations, we check whether either of the sample rays or interpolated rays have

crossed the detection area. If so, a few key parameters of the ray are recorded into a
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file, such as the time of crossing, frequency, injection latitude, fractional wave energy

carried by the ray, and wave normal angle.

The key parameter to be chosen in such a formulation is the spatial extent of

the detection area. This choice is bounded by the following two constraints: if the

detection area is chosen to be too small, a sufficiently large number of rays (typi-

cally several thousand in our simulations) do not cross it to subsequently produce a

meaningful f−t spectrogram. If on the other hand, the detection area is chosen to

be too large, the derived spectrum no longer represents the wave spectrum as ob-

served at a ‘single’ point in space (e.g., as would be measured on a satellite), and our

measured quantity may thus not necessarily remain uniform over the extent of the

region chosen. The net result of choosing a detection area that is too large would be

a ‘smearing’ of the spectrogram in both frequency and time. This smearing can be

understood by considering a wave front at a particular frequency (say f0, shown in

Figure 4.4, in connection with the interpolation discussion) impinging obliquely upon

the detection area oriented along the magnetic equator. The smearing in time de-

pends on the difference in arrival times of the first and last ray to cross the detection

area. If the detection area is large, this time difference is large.

In fact, time smearing is unavoidable and occurs for any detection area of finite

extent. The criteria which we employ for the choice of this parameter is to ensure

that the smearing in time is much smaller than the width of the time-bin used to

construct our spectrogram. We briefly note in this connection that the resolution we

choose for the ∆f−∆t bins in our frequency-time spectrograms sets an upper limit

on the size of the detection area we employ to detect the rays, and this size, in turn,

dictates the number of rays necessary for the simulation (i.e., we need to trace more

ray paths if the detection area is small, to ensure that a sufficiently large number of

rays cross it), and hence the degree of interpolation. The detection area chosen for

the simulation results presented herein is approximately 5 km (∼0.0008L) in extent

ensuring a resolution of ∆t<7 ms in the f−t spectrograms produced.

We note that in launching the rays, the wave energy represented by each ray

is determined by integration over its latitudinal extent. As was noted in Section

4.2.1, since we use two-dimensional ray tracing, we account for wave-energy spreading
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in the azimuthal direction by assuming that the wave energy is contained within

(and uniformly distributed over) a thin longitudinal slice. The energy density (i.e.,

Joules per meter of longitudinal arc-length) carried by each ray thus varies in inverse

proportion to the arc length of the longitudinal slice at any point along the ray path.

When the rays cross the detection area, we divide energy density by the extent of the

detection area (5 km) to convert to units of J/m2. Subsequent division by ∆f and ∆t

during the production of the spectrogram results in the appropriate units for wave

power spectral density of W/m2/Hz. We note that the precise value of the detection

area is not critical so long as it remains within the bounds described above. If it is

made larger, many more rays cross it, and are divided by a larger area, thus yielding

a similar power density, and vice versa.

4.2.5 Interpolation between sample rays

We now discuss the interpolation scheme that is used to generate a large number of

rays (i.e., 100 million) from the 5330 sample rays used in our simulation. As noted

in Section 4.2.4, the detection area through which rays must cross in order to be

recorded onto the spectrogram is limited in spatial extent, in the present case to 5 km.

Although this detection area is large compared to the physical dimensions of satellite-

borne VLF electric field antennas (typically a few hundred meters tip-to-tip), it is

nevertheless extremely small on magnetospheric scales, representing ∼ 8 × 10−4RE,

and consequently, the probability of a particular ray crossing any given detection

area is extremely small. Further, we have found that in order to produce well defined

spectrograms, a total of ∼10, 000 rays must cross the detection area in the course of

the simulation run. When this fact is combined with the low probability of a single

ray crossing the detection area, it is clear that we are required to simulate a very

large number of rays, ∼10−100 million, in order to have enough rays to construct a

meaningful spectrogram.

Computing the trajectories of 100 million individual rays with the inclusion of

Landau damping would require a prohibitively long computation time. Fortunately,

the general parameters associated with rays vary smoothly with wave frequency and
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Figure 4.4: Interpolation scheme illustrated. (a) 2 kHz frequency component at 0.3
sec after the lightning discharge, showing 11 rays in a ±10◦ latitudinal spread about
the source at λs =35◦, (b) as in (a) but for a 3 kHz frequency component, (c) 2 kHz
and 3 kHz frequency components overlaid at 0.3 sec, and (d) a blow-up of 4 adjacent
rays, illustrating 100 interpolated rays, and an example of one interpolated ray with
the nomenclature used in the text.
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injection latitude, thereby allowing us to appropriately sample the spatial extent

and frequency spectrum of the source lightning discharge with a smaller number of

rays (referred to as “sample rays”), and determine the remainder of the rays via

interpolation among the sample rays.

The interpolation scheme we employ is illustrated in Figure 4.4, where we consider

a lightning discharge at 35◦ latitude, and model the spreading in the Earth-ionosphere

waveguide in the region ±10◦ about the source, extending from 25◦ to 45◦, sampled

every 2◦ resulting in 11 rays for every frequency component (this low number of rays is

used here for illustration purposes only). Note that wave energy would undoubtedly

propagate farther in the waveguide, and would thus be injected at points outside the

±10◦ range, but with steadily decreasing intensity. In our modeling we choose ±10◦

because the wave intensity Bw (which is the parameter that controls the pitch-angle

deflection of resonant particles) is diminished by approximately 10 dB at ±10◦ away

from the source latitude. In panel (a) we show the 2 kHz sample rays traced for

a time of 300 ms after the lightning discharge, injected at 1000 km with nominally

vertical wave normal angles. In panel (b) the 3 kHz wave frequency component is

shown in the same manner as in panel (a), illustrating the spatial dispersion (i.e., the

separation in space) experienced by individual frequency components. In panel (c)

we overlay the 2 kHz and 3 kHz frequency components (each frequency component

having 11 sample rays) and in panel (d) we show an expanded plot of the 4 adjacent

sample rays together with the interpolated rays all traced up to the time of 300 ms

after the discharge.

We label the rays belonging to the lower frequency f0 and those of the higher

frequency f1, and similarly the rays launched at the lower latitude and higher latitude

as λ0 and λ1 respectively, and thereby obtain the four guiding-ray end-points for our

interpolation, namely (f0, λ0), (f0, λ1), (f1, λ0), (f1, λ1). If the frequencies and launch

latitudes are chosen sufficiently close together (as outlined below), any interpolated

ray of frequency fi such that f0≤fi≤f1 injected at a latitude λi such that λ0≤λi≤λ1

is contained within the quadrilateral formed by the guiding points. Further, we let

nf be a number between 0 and 1 representing the interpolated frequency fi, where 0

corresponds to f0 and 1 corresponds to f1, and similarly we let nλ be a number between
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0 and 1 representing the interpolated launch latitude λi, 0 and 1 corresponding to λ0

and λ1 respectively. Thus any interpolated quantity gi can be obtained by the linear

scaling:

gi = a1g (f0, λ0) + a2g (f0, λ1) + a3g (f1, λ0) + a4g (f1, λ1) (4.3)

where: a1 = 1− nλ − nf − nλnf , a2 = nλ − nλnf , a3 = nf − nλnf , and a4 = nλnf .

Spatial interpolation is performed using λ and L-shell parameters since these

give by far the most accurate and robust fits. Other interpolated quantities are ray

energy and wave normal angle. It is also important to mention that interpolations are

performed at fixed times, stepped in intervals of 0.4 ms, representing ‘snapshots’ of

the endpoints of the traced rays, with all of the interpolated rays contained between

the sample rays at those instants.

The example shown in Figure 4.4 has very coarsely spaced sample rays for purposes

of illustration. In our simulations, we have chosen to sample the ±10◦ region about

the source with rays spaced every 0.5◦ in latitude, resulting in 41 rays per frequency

component. The assumed 200 Hz to 60 kHz lightning frequency spectrum was sampled

with 130 frequency components differing from each other by no more than 5%. The

sampling process results in (130×41 =) 5330 sample rays. To obtain the total number

of rays we interpolate the latitude range at every 0.01◦, and the frequency spectrum

at every 1 Hz, effectively resulting in ∼120 million rays.

4.2.6 Construction of the frequency-time spectrogram

The frequency-time spectrogram is constructed by defining a two-dimensional array,

with time and frequency being the abscissa and ordinate respectively. The variables to

choose are total duration, tmax, and highest frequency fmax, for which the spectrogram

is constructed, as well as the width of frequency and time bins, ∆f and ∆t. Using tmax

and ∆t, as well as fmax and ∆f , we determine the number of bins required for each

of the axes, and hence the size of the array. Although ∆f and ∆t can, in principle,

be chosen arbitrarily, they are bounded on the low end by the physical constraint

∆f∆t ≥ 1, and on the high end by a decrease in resolution of the resulting whistler
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traces. For our displays we use ∆t = 50 ms and ∆f = 50 Hz, resulting in ∆f∆t =

2.5.

The data obtained using the methodology outlined in Section 4.2.4 is processed

so that the wave energy represented by each ray is added into the appropriate f−t

bin, and subsequently each bin is divided by ∆f and ∆t to give the correct units of

W/m2/Hz. The division by ∆f and ∆t is necessary to ensure that the correct average

power appears at every ∆f−∆t bin, regardless of the ∆f and ∆t values chosen for the

creation of the particular spectrogram, and is consistent with the a-priori integration

of power-density with respect to frequency, space, and time at the injection point of

the ray.

4.2.7 Plasmaspheric medium

Since we consider the effects of different cold plasma density structures in this work,

special mention must be made of the plasmaspheric medium through which the rays

are traced in the context of this chapter. As discussed in Section 2.3.3, the ‘smooth’

plasmaspheric medium is described using a standard dipole model for the magnetic

field, appropriate for our L-shells of interest (L . 4), and a cold plasma electron

density model based on typical observed equatorial profiles [Carpenter and Anderson,

1992] and the diffusive equilibrium formulation [Angerami and Thomas, 1964] shown

in Figure 4.10a. In terms of the notation used by Carpenter and Anderson [1992]

the profile we used is modeled for the conditions, d = 0, t = 2, Kp(max) = 4, R = 90

representing moderate geomagnetic activity, and is given by (2.15a)–(2.15d).

The density features we focus on, shown in Figure 4.10c and 4.10d, are obtained

using one or two sided Gaussian ducts as described by Bernhardt and Park [1977]

and spaced in accordance with occurrence statistics based on data from the ISEE 1

spacecraft [LeDocq et al., 1994]. These non-smooth plasmaspheric density profiles are

discussed in greater detail in Section 4.4.
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4.2.8 Model validation

We have used many of the published MR whistler traces observed on various space-

craft in our model validation process, and have found excellent agreement. The obser-

vations made aboard the Magion 4 and 5 satellites [Shklyar and Jiricek, 2000] exhibit

the spectral forms predicted by our code for both low and high latitude sources, and

Edgar [1972] shows examples of MR whistlers produced by plasmaspheric density

structures with a smooth portion below, and a distorted portion above the whistler

“nose frequency” as discussed in Section 4.4.2 and shown in Figure 4.9.

As an illustration, we have chosen to simulate arguably the best-known MR

whistler spectrogram from Smith and Angerami [1968], shown in Figure 4.5a. We

use a standard diffusive equilibrium model, with an ionospheric composition at 1000

km altitude of 50% O+ and 50% H+, T =1380 K, and the source latitude at λs =25◦,

and have set our observing region to match the location of the satellite at L = 2.4,

λ=5◦ S. The simulation results are shown in Figure 4.5b, where we have also overlaid

a scale outline of the MR whistler of panel (a). As can be seen, model results accu-

rately reproduce frequency-time features evident on the observed spectrogram. Since

the recorded wave power levels aboard OGO 1 were controlled by the rapid (typically

<1 ms) automatic gain control (AGC) of the receiver, the lower portion of the second

component (labeled as 1MR
+ ) is suppressed due to the arrival of the more intense “nose”

of the third component 3MR
− . In addition, the observed spectrogram overlays the most

intense (red) portions of our simulated spectrograms as would be expected. Beyond

3 sec, the observed MR whistler seems to decay faster than what our model predicts,

possibly due to somewhat higher suprathermal particle fluxes on this day (leading to

more rapid Landau damping) than our assumed average values, or alternatively due

to the satellite moving into a more electromagnetically noisy environment where the

AGC has suppressed the whistler signal. Since the AGC voltage of the receiver is

not available to us, we cannot determine whether such gain variations were indeed in

effect.
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Figure 4.5: (a) Example of an MR whistler echo train observed aboard the OGO 1
satellite at L=2.4 and λ=5◦ S, and (b) a simulated spectrogram at the same location
with a scale overlay of the MR whistler components of panel (a).
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4.3 Smooth plasmasphere

We present the results for the case of a smooth plasmasphere with a plasmapause at

L = 3.8, in Figure 4.6. The electron density profile is given in Figure 4.10a and is

fitted to the model profile of Carpenter and Anderson [1992] as discussed above, and

in Section 2.3.3.

The columns in Figure 4.6 represent frequency-time spectra arising from a given

lightning discharge source latitude – from left to right: λs = 25◦, 35◦, 45◦, and

55◦, while the rows represent particular observation locations along the magnetic

equatorial plane at different L-shells – from top to bottom, L = 2, 2.5, 3, 3.5, and

4. In the discussion below we briefly review the general dispersion characteristics

observed by previous workers, and then focus on wave damping, spatial dispersion,

and other features particular to the case at hand.

4.3.1 General observations

When viewing the power distribution of whistler waves in the plasmasphere as shown

in Figure 4.6, certain features are readily apparent: the first is that the radiation is

mostly contained within the plasmasphere, and even though some energy leaks out

beyond the plasmapause to L = 4, the wave power levels are generally 30 to 60 dB

weaker in this region, compared to the region immediately within the plasmapause

at L=3.5. The frequency range occupied by the whistlers moves to lower frequencies

with increasing L-shell of the observation location due to the general tendency of ray

paths to settle on those L-shells where the wave frequency is approximately equal to

the equatorial lower hybrid resonance (LHR) frequency (as discussed in Section 4.2.2

and previous work [Draganov et al., 1992; Ristic’-Djurovic’ et al., 1998; Shklyar and

Jiricek, 2000]).

Whistlers at low L-shells tend to have a well-defined lower cutoff frequency due to

the combination of the lightning source latitude, the limited injection latitude range

[Edgar, 1976], and the tendency of the lower frequency components to propagate to

higher L-shells. Such behavior was recently demonstrated with observations aboard

the Magion 4 and 5 spacecraft [Shklyar and Jiricek, 2000].
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Figure 4.6: f−t Spectrograms obtained in a smooth plasmasphere (see Figure 4.10a
density profile). The common color bar is shown in Figure 4.9.
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The frequency band occupied by the whistlers (particularly at the beginning of

the spectrogram) increases with increasing lightning source latitude, as does the time

between subsequent hops. As discussed by Shklyar and Jiricek [2000] and noted by

Smith and Angerami [1968], the nose frequency (i.e., the frequency of minimum group

delay) of the MR whistler tends to decrease with time, and is also lower for lower

lightning source latitudes. Somewhat puzzling features of whistler propagation can

be seen in the traces for λs = 45◦ and λs = 55◦, observed at L = 3.0 and 3.5, where

we note the presence of additional lower frequency components having seemingly

unrelated dispersion characteristics and appearing at irregular times. In addition,

the λs = 55◦ case shows high frequency components observed at L = 2.5 and L = 3.0

with peculiar dispersion characteristics. These features are due largely to reflections

from the plasmapause boundary and are discussed further in Section 4.3.3.

4.3.2 Wave damping and spatial dispersion

In examining the power density and duration of MR whistlers for the case of λs =25◦

in Figure 4.6, we note that at low L-shells of observation, the wave power diminishes

more rapidly than at higher L-shells. We show in Figures 4.9a and 4.9b the plots for

λs = 25◦, observed at L = 3.0 and L = 3.5 respectively, similar to the corresponding

plots of Figure 4.6, but with a 60 second time scale to emphasize the longevity of the

MR whistler waves at these high L-shells. Note that the frequency band occupied

by the whistlers diminishes with time, and the frequency components that tends to

settle at a given L-shell (i.e., the “settling frequency”) is lower at higher L-shells

corresponding to Figure 4.2. As noted above, the wave power persists for a longer

time at L = 3.5 than at L = 3. The intensity of the whistler waves, however, tends

to decrease with increasing L. We note again from Figure 4.6 that in the λs = 25◦,

L=2.0 panel, six MR whistler components had intensities in the range 20 to 30 dB

(dB is given relative to 1 pW/m2/Hz), whereas the λs = 25◦, L = 3.5 panel had no

whistler waves with intensities in this range.

These observations are consistent with the findings reported by Bortnik et al.

[2003a], who noted that there is a competition between increased lifetimes of MR
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whistlers at higher L-shells, and higher initial power spectral density for MR compo-

nents settling at lower L-shells, resulting in an MR whistler energy deposition max-

imum in the vicinity of the slot-region between the inner and outer radiation belts.

Bortnik et al. [2003a] suggested that this maximized deposition of MR whistler wave

energy near the slot region may be indicative of an important role played by MR

whistler-induced precipitation in the formation of the slot-region.

We note that the tendency for longer lifetimes of MR whistler components at

higher L-shells, and higher wave power intensities at lower L-shells seems to be in-

dependent of the lightning injection latitude as seen from the λs =35◦, λs =45◦, and

λs = 55◦ columns in Figure 4.6. Figures 4.8 and 4.9 indicate that this trend is also

largely independent of ionospheric and plasmaspheric electron density structures and

thus appears to be a highly robust feature of MR whistler propagation controlled

largely by the disposition of the Earth’s magnetic field.

4.3.3 Peculiar frequency-time features

Referring once again to Figure 4.6, we note that in addition to the expected MR

components, there are additional features that appear, such as those seen for λs =35◦

and 45◦, at L = 3.0 and 3.5. These features are largely due to reflections from the

plasmapause boundary. To demonstrate that such is the case, we ran the λs = 35◦

and 45◦ cases with the plasmapause moved out to L=5.6, simulating the conditions

where Kp(max) =0 (in the previous 24 hours), or very quiet geomagnetic conditions, as

shown by the electron density profile in Figure 4.10b. The results displayed in Figure

4.8 columns 1 and 2 show that the MR traces are now “smooth” and follow the same

trend as those at lower L-shells.

To illustrate the reflection process from the plasmapause, we examine the case

shown in Figure 4.6, for λs = 45◦, at L = 3.0. Looking at a snapshot at t = 5 sec,

two seemingly unrelated frequency branches seem to coexist, one at 2.1≤f≤2.6 and

another at 0.2 ≤ f ≤ 2.0. We choose the two frequencies at t = 5 sec and show in

Figure 4.7 the origin of the two whistler branches. The ray labeled ‘a’ is the 2.523 kHz

component and is injected at λ = 40.6◦ at a0, undergoes magnetospheric reflections
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Figure 4.7: Ray paths showing plasmapause reflections, specifically Figure 4.6, λs =
45◦, L = 3, at t = 5 sec. Ray ‘a’ has f = 2.523 kHz, λ = 40.6◦ and approaches the
satellite location X without a plasmapause reflection. Ray ‘b’ has f = 1.088 kHz,
λ=43.9◦ and reflects off the plasmapause at b2. The hook-like features (resembling
the letter “h”) shown in Figure 4.6, λs = 55◦, L = 2.5 and 3.0 develop in the same
way, due to plasmapause reflections.

at a1, a2, and a3, and then crosses the detection region marked X at t = 5 sec. In a

similar way, the ray labeled ‘b’ is the 1.088 kHz component and is injected at λ=43.9◦

at b0. The ray then undergoes a magnetospheric reflection at b1, but as it moves to

higher L-shells, encounters the plasmapause at L = 3.8 (b2) and is reflected back

into the plasmasphere. It then undergoes another MR at b3, and finally crosses the

detection region (X) at t=5 sec. When the plasmapause is moved to higher L-shells,

such plasmapause echoes are eliminated, resulting in traces such as the ones shown

in columns 1 and 2 of Figure 4.8.

4.4 Non-smooth plasmaspheres

The results presented in the previous section were for a plasmasphere with a smooth

density profile, a plasmapause located at either L=3.8 or 5.6, and rays launched with

vertical wave normal angles at an altitude of 1000 km. While the real plasmasphere
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(and ionosphere) can on occasion be relatively smooth, it is also known to support

field-aligned density structures such as ducts or ledges [Smith and Angerami, 1968;

Edgar, 1972; Bernhardt and Park, 1977; Carpenter et al., 2002; 2003]. The ionosphere

often has irregularities [Schunk and Nagy, 2000, p.350] or horizontal density gradients

[Ibid, p.347] that cause latitude and frequency dependent refraction of the rays as they

traverse the ionosphere so that the wave normal angles may not necessarily be vertical

at the injection point at 1000 km altitude. In this section, we consider the effect of

different types of density irregularities on the f−t signatures, as would be recorded at

various locations in the plasmasphere. We choose three representative cases to study:

an irregular ionosphere that produces randomized wave normal angles, a plasmasphere

populated with ducts, and a plasmasphere consisting of one-sided ledges. In all cases,

we only examine a subset of lightning source latitudes for the purposes of brevity.

4.4.1 Randomizing ionosphere

To study the effects of many small-scale irregularities in the ionosphere, together with

larger-scale horizontal density gradients, we perform a simulation similar to that dis-

cussed in Section 4.3 with a smooth plasmasphere (Figure 4.10a), but randomize the

wave normal angle at the injection point of each ray. In other words, each of the 5330

sample rays (130 frequency components and 41 latitude locations per frequency) are

assigned a random number for their initial wave normal angles, uniformly distributed

between −30◦ and 30◦ about the local vertical direction. Though such wave normal

cones have been shown to exist [James, 1972], it is more common that all wave normal

angles at a particular location will be bent somewhat uniformly, generally resulting

in a much smaller cone centered on a particular wave normal direction.

Our choice of completely random initial wave normal angles thus represents the

extreme situation with dramatic ionospheric wave normal randomization. Also, it is

important to note that the spectrograms are constricted with ∆f = 50 Hz, whereas

the rays are interpolated at every 1 Hz, and consecutive sample rays are typically 10

to 100 Hz apart in frequency. Thus, each ∆f−∆t bin in the spectrograms records a

large number of rays with randomized wave normal angles.
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Figure 4.8: f−t Spectrograms presented in the format of Figure 4.6 for quiet conditions
(columns 1 and 2), and randomizing ionosphere (columns 3 and 4).
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The results for lightning source latitude of λs = 25◦ and λs = 35◦ are shown in

Figure 4.8, columns 3 and 4. We observe that even with such scattered initial wave

normals, there are well-defined f−t features observable in the spectrogram, having

all the general features discussed in Section 4.3, such as a nose-frequency, L-shell

dependent damping rates, and frequency separation in accordance with equatorial

LHR frequency. The marked difference between the corresponding plots in Figure 4.6

is that the sharply defined MR whistler components evolve into an incoherent noise

band far more rapidly. The upper and lower cutoff frequencies of the MR whistler

components are similar to the smooth plasmasphere case but are more diffuse. The

higher frequency components, particularly in the λs = 35◦, L = 3.0 case, quickly

become incoherent. An examination of wave damping rates shows the characteristic

trends discussed in Section 4.3.2. In this connection, we note that the evolution of

the MR whistler into an incoherent noise band that is commonly observed in the

plasmasphere (so-called plasmaspheric hiss) has been suggested by previous authors

[Sonwalkar and Inan, 1989; Draganov et al., 1992; 1993], and that the results shown in

Figure 4.8 columns 3 and 4 clearly demonstrate this evolution. Since Landau damping

was not previously included in the ray tracing work of Draganov et al. [1992], it was

previously unclear whether Landau damping rates would be so fast as to extinguish

the MR whistler before it evolved into hiss [Thorne and Horne, 1994]. However, our

work which includes the effects of Landau damping shows that this is not the case,

and that an incoherent band is likely to be formed as MR whistlers reflect back and

forth and settle on their frequency-specific L-shells.

4.4.2 Plasmasphere permeated by ducts

To simulate an irregular plasmasphere, we inject rays at 1000 km altitude with vertical

wave normal angles, but instead of using the smooth plasmasphere of Figure 4.10a,

we superpose eight two-sided ducts of 30% enhancement as shown in Figure 4.10c,

spaced roughly according to the statistics presented for real whistler duct observations

aboard the ISEE spacecraft [LeDocq et al., 1994]. The density enhancement of the

duct rises exponentially from 0% at the bottomside ionosphere to its full value of 30%
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at an altitude of 1500 km beyond which it remains constant. Using this plasmaspheric

profile we examine the observed MR components produced by a lightning discharge

at λs = 25◦ and briefly mention the differences due to lightning discharges at higher

latitudes (not shown). Figure 4.9 column 1 shows that whistler energy is primarily

confined to the plasmasphere, with very little energy leaking out to L = 4 as in the

case of the smooth plasmasphere. The frequency bands observed at each L-shell are

also surprisingly consistent with those of nonducted whistlers, indicating that the

majority of whistler wave energy is not trapped by the enhancement ducts. The

lifetimes at each L-shell are consistent with those of the smooth plasmasphere.

An interesting feature in Figure 4.9 becomes apparent if we examine the f − t

signature of the MR whistlers above, and below the nose frequency. We see from

observations at L = 3.0 and L = 3.5 that for frequency components below the nose

frequency, the MR whistler remains coherent, well-defined, and similar in appearance

to the case of the smooth plasmasphere in Figure 4.6. However, the portions of

the MR whistlers (in Figure 4.9) at frequencies above the nose frequency appear

incoherent, randomized, and are not similar to their counterparts in Figure 4.6. To

explain this somewhat peculiar behavior, we note that the nose frequency of the

MR whistler lies very close to the LHR frequency of that particular L-shell, and

it is the latter frequency that plays a key role in the behavior of the f − t trace.

Following the analysis of Helliwell [1965, p.45], for whistler waves below fH/2, we

see that for ducted propagation (where the duct is an enhancement duct or “crest”)

the wave normal angle must remain within a small cone about the static magnetic

field direction. Since our waves do not start out in the duct, and have initial wave

normal angles well outside the trapping cone, we expect these waves to propagate

through the plasmasphere with little influence from the ducts, which is indeed the

case for f < fLHR. However, when f ≥ fLHR the refractive index surface becomes

“open” and a minimum appears at the Gendrin angles [Ibid, Fig 3-17]. For whistlers

with wave normal angles near the Gendrin angle, trapping in field-aligned depletions

(troughs) is possible, since the ray and wave normal point in opposite sense about

the static magnetic field. In our model plasmasphere the outer edges of the crests

appear as one sided troughs which are able to partially guide or at least distort the
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(a
)

(b
)

Figure 4.9: f−t Spectrograms presented in the format of Figure 4.6 for ducted (column
1), ledged (column 2), and smooth (column 3 with extended timescale) plasmaspheres.
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Figure 4.10: Equatorial electron density profiles in cm−3 as a function of L-shell,
for (a) a smooth plasmasphere under typical conditions, Kp = 4, plasmapause ∼3.8,
(b) a smooth plasmasphere under quiet conditions, Kp = 0, plasmapause ∼5.6, (c)
plasmasphere with 8, two-sided, 30% enhancement ducts, and (d) as in (c) but with
one-sided instead of two-sided ducts.

otherwise smooth trajectories of whistler waves with f≥fLHR, whereas for f <fLHR,

this possibility does not exist and the ray paths are almost entirely unaffected by the

presence of the ducts. This result suggests that MR whistlers observed on satellites

with smooth f <fLHR and distorted or randomized for f≥fLHR components, can be

used as strong indicators of the presence of one or more enhancement ducts.

4.4.3 Plasmasphere permeated by one-sided ledges

We now study the effects of a plasmasphere permeated with one-sided ducts or elec-

tron density ledges by converting the two-sided ducts of Figure 4.10c to one-sided

ducts (shown in Figure 4.10d), keeping the distribution and locations of the ducts

unchanged. Figure 4.9 column 2 shows the observed spectrograms resulting from a

lightning discharge latitude of λs =25◦. Once again, the wave energy is confined to the
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plasmasphere with very weak traces barely visible at L = 4.0. The frequency bands

that are prevalent in Figure 4.6 column 1 are only weakly present in this simulation,

and the lifetime of the whistler wave trains is dramatically shortened.

Perhaps the most notable feature in this spectrogram is the absence of a nose fre-

quency, and the much reduced effects of dispersion between subsequent MR whistler

components. Both of the above features are attributed to the stronger guiding po-

tential of one-sided ducts, and to the fact that whistler waves in this spectrogram are

predominantly confined to lower wave normal angle values. We note in passing that

lightning source latitudes of λs ≥ 35◦ (not shown) result in only the first and second

whistler hops visible on the spectrograms at all L-shells of observation, since we do not

include the ability of rays to specularly reflect from the ionosphere in our ray tracing

formulation. Instead we assume that wave energy leaks out into the Earth-ionosphere

waveguide, and is eliminated from further plasmaspheric propagation.

4.5 Summary and discussion

We have used a numerical method to simulate the population of the plasmasphere

by MR whistlers, allowing the determination of the f−t spectrogram that would be

observed at a given location in the plasmasphere resulting from a lightning discharge

at any given latitude on Earth. Using a two-dimensional ray tracing code we calculate

the trajectories of 5330 whistler rays that effectively sample the frequency spectrum of

the wave energy radiated by the lightning discharge and latitudinal spread about the

source, and then use these so-called “sample rays” to obtain the properties of ∼120

million interpolated rays. Each ray is appropriated a measure of energy according to

its frequency and injection latitude, and this energy is progressively attenuated along

the ray’s trajectory using a Landau damping calculation based on realistic (measured)

suprathermal electron fluxes. An equatorial detection region is defined to illustrate

what would be observed on a satellite, and the rays that cross it are recorded and

subsequently used to construct the final f−t spectrogram.

Using the technique described above, we studied the effect upon the appearance

of the f−t spectrogram, of variations of the observation location in the plasmasphere
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(L=2, 2.5, 3, 3.5 and 4), the location of the lightning discharge (λs = 25◦, 35◦, 45◦,

and 55◦), and the plasmaspheric and ionospheric density structures.

Our results quantify the effects that all three factors (observation location, source

latitude, and plasmaspheric density) have on the appearance of MR whistler waves in

the simulated spectrograms. As the observation location is moved further away from

the Earth, the frequency band in which MR whistler waves appear moves to lower

values, the intensity of the whistler wave components diminishes, and the duration of

the entire whistler echo train is increased such that at L=3.5, wave energy can exist

for tens of seconds before being absorbed by the suprathermal plasma.

As the source lightning discharge latitude is increased, we find that the time

interval between MR whistler echoes increases, and that the frequency band occupied

by the whistlers at every observation point is higher. In addition, we find that at

higher lightning discharge latitudes there are whistler components reflecting off the

plasmapause and appearing as distinct traces with a unusual dispersion characteristics

on the f−t spectrograms.

Simulations of an ionosphere that strongly randomizes the wave normal angle

of the whistler wave during the transionospheric passage, show that MR whistlers

appear well defined in the first few hops, but quickly evolve into an incoherent noise

band, supporting previous suggestions that MR whistlers may evolve into the so-

called plasmaspheric hiss and may thus be an embryonic source for these incoherent

emissions [Sonwalkar and Inan, 1989]. The case of a plasmasphere permeated by

field-aligned structures again shows distinctive behavior indicative of the nature of

the field aligned density structure.

In summary, we show that the MR whistler echo train carries with it a great deal

of information about the location of the causative lightning discharge, the exact lo-

cation in the plasmasphere where it was recorded, and of course, the electron density

structure of the intervening plasmaspheric medium. Given the distinct effects that

each of these parameters has on the appearance of the f−t spectrograms, it should

be possible to crudely infer the structure of the cold plasma in the plasmasphere, the

lightning discharge latitude, and the observation location of the f−t spectrogram.
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Though we have not explicitly investigated the effects of varying fluxes of suprather-

mal electrons in this work, it is quite possible that information on the suprathermal

electron distribution may also be obtained from the lifetimes (or the ratios of inten-

sities of subsequent MR components) of observed MR whistler echo trains.

Having developed a methodology to quantify MR whistler wave parameters at

any location in the magnetosphere due to a lightning discharge at any given latitude,

we are now in a position to calculate the precipitation of energetic radiation-belt

electrons driven by MR whistler waves, a subject which is the topic of the following

chapter.



Chapter 5

Temporal signatures of electron

precipitation induced by lightning

generated MR whistler waves

Using the technique developed in Section 4.2 to compute the frequency-time (f−t)

spectra of MR whistlers at any observation location in the magnetosphere, we now

proceed to determine the temporal and spatial signatures of the resulting precipita-

tion of energetic electrons. In this context we note that the critical wave parameters,

including the local wave power and k-vector are recorded at each point for each fre-

quency and time bin, thus specifying the complete wave structure of the MR whistler

along the energetic particle trajectories.

5.1 The wave-particle interaction model

The wave-particle interaction model presented in this section consists of two broad

parts, namely the specification of the wave characteristics along a particular L-shell

(discussed in Chapter 4 and extended in Section 5.1.1), and the calculation of the

precipitated flux driven by the wave (Sections 5.1.2 and 5.1.3). In calculating the

pitch-angle scattering of resonant particles, we neglect the feedback effect of the

102
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particles on the wave (i.e., the re-radiated fields), so that our model is not self-

consistent in a strict sense. However, this assumption that re-radiated fields are

negligible compared to the original MR whistler wave is one that is consistent with

past work [Inan et al., 1978; Inan et al., 1982; Chang and Inan, 1983a; Chang and

Inan, 1985a,b; Inan et al., 1985b; Neubert et al., 1987; Jasna, 1993; Lauben, 1999a;

Lauben et al., 2001;] and is considered valid when relatively weak waves are involved

(Bw
y . 1 pT) so that no phase trapping occurs [Bell, 1986]. In effect, even if some

amplification of the wave is present, as argued by Inan et al. [1978] there is no need

to perform a self-consistent simulation since we are only concerned with particles at

the edge of the loss-cone in this work, and the particle population responsible for

wave-growth likely consists of particles with higher pitch-angles. Thus, electrons at

the loss-cone experience a wave structure which is seemingly externally-imposed, and

are not involved in its growth. To estimate the effects of possible wave-growth, we

can simply scale our results to higher values, however, we once again emphasize that

satellite observations of MR whistlers typically do not exhibit [Edgar, 1972] evidence

of wave growth and triggering of VLF emissions, consistent with the fact that the

effects of the energetic particles on the wave can be neglected.

5.1.1 Wave characteristics along a single field line

We use the methodology described in Section 4.2 [Bortnik et al., 2003b] to calculate

the detailed frequency-time (f−t) spectra of the MR whistler at 1◦ latitude intervals

along the L-shell of interest.

This level of discretization was chosen to give the highest sampling rate of the

field line possible given our available computational resources, resulting in reasonable

computation times (less than 1 week) and ensuring a smooth and slow progression

of the recorded wave characteristics with latitude and time. The criterion we use

in gauging ‘smoothness’ is that the whistler wave packet should propagate between

adjacent latitude bins (i.e., from λi±1 to λi) in approximately one time bin ∆t. Since

we consider a large distribution of wave frequencies (ω), wave normal angles (θ),

plasma (ωp) and gyro-frequencies (ωH), each combination of (ω, θ, ωp, ωH) will result
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in a different value of the refractive index through (2.12) and hence different phase and

group velocities. However, for typical parameters used in our simulation, refractive

index values of µ = 10 − 100 satisfy our smoothness criterion over the L-shells of

interest.

Another factor in choosing the width of latitude bins is the accuracy of the pitch-

angle calculation. Since our assumption (discussed more fully in the following Section)

is that the whistler waves at different latitude bins are phase-incoherent from one

another, but are coherent within any particular latitude bin, increasing the number

of latitude bins along a given field line results in a pitch-angle calculation which is

more diffusive in nature than what is actually the case, since the variances of the

calculated pitch-angle perturbations within each latitude bin are summed over all

latitude bins (see Section 5.1.2). Typical coherent interaction lengths span a few

degrees in latitude for monochromatic parallel propagating whistlers [Helliwell, 1967;

Inan et al., 1983] as shown in Figure 5.6, and less for obliquely propagating, variable

frequency waves due to the additional gradients in k-vector and frequency. Our choice

of 1◦ latitude bins thus represents a realistic interaction length which is extended by a

factor of 2 (effectively a 2◦ interaction length) in a ‘windowing’ operation as discussed

in the following section. The 1◦ interaction length also allows for effective sampling

of the whistler wave characteristics along the field line and reasonable computation

run times.

At every f−t bin of the simulated spectrogram we record the power density of the

wave, average wave normal angle (averaged over multiple wave normal angles of many

rays), group time, and other parameters necessary for the calculation of wave-induced

pitch angle change as a function of time. The resulting set of calculated f−t spectra

effectively provide an approximation of the wave structure experienced by trapped

electrons moving between mirror points in the northern and southern hemisphere.

5.1.2 Calculation of the change in pitch-angle

Our purpose is to use the wave characteristics computed as described above to calcu-

late the differential number flux of electrons precipitating into the upper ionosphere.
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To do this we assume that the different frequency components that constitute the

wave packet (i.e., the f− t spectra) as seen at a given point are phase-incoherent.

Clearly, this assumption is not strictly true; however, we show below that the impact

of any coherence upon the measurable precipitated flux signatures is minimal. As

discussed by Lauben et al. [2001], when interacting with a nonducted whistler wave

packet at least some portion of the particle population may enter the wave packet in

a specific location and with such a velocity and pitch-angle that the interactions with

the different frequency components are phase coherent and thus cumulative (i.e., the

variations in the medium parameters such as ωH, ωp are just compensated by the vari-

ations in the wave frequency and k-vector), resulting in an unusually high pitch-angle

perturbation, much higher than can be accounted for on the basis of linear theory

alone and/or via a diffusion based analysis. Fortunately, as shown in Lauben [1999]

and as discussed below, the number of particles that can coherently resonate with

the variable frequency wave is quite small (due to the specific particle velocity and

pitch-angle that they must have). As a result, the precipitation flux associated with

this portion of the particle population is negligible compared with that constituted

by the remainder of the particles which essentially undergo a random walk in pitch

angle in the wave packet, and the interactions of which can be handled using a linear

diffusion analysis. This assumption of phase incoherence between different frequency

components at a given point and between interactions which occur at different lat-

itude bins is crucial in our work, because it allows extensive parallelization of the

problem, essentially making it solvable within present computational resources.

Figures 5.1 and 5.2 illustrate in graphical and flowchart form the procedure used

in calculating the pitch-angle changes of resonant particles as described below. We

aim to build a table of equatorial pitch-angle changes acquired by resonantly inter-

acting electrons, displayed as a function of particle energy and time-of-arrival at the

ionosphere. To this end, we separately treat the scattering produced by wave energy

represented by every f − t cell in each spectrogram at each latitude, and evaluate

the resonant velocity for a particular harmonic resonance mode. This procedure is

repeated for each harmonic resonance mode ranging from −5 to 5, for time bins

(following the time of the source lightning discharge) ranging from 0 to 20 sec, for
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Figure 5.1: Illustration of flux calculation technique: calculate a pitch-angle change
∆αi, and flight time to ionosphere ∆τ , for each f−t cell in the spectrogram for each
resonance mode, over all latitudes; add (∆αi

rms)
2 into the appropriate energy-arrival

time bin at the ionosphere.

frequency bins ranging from 200 Hz to 60 kHz, and for geomagnetic latitude bins

ranging from −40◦ to 40◦ along the field line.

The resonant electron velocity is calculated by setting (2.27) equal to zero and

considering only particles at the edge of the loss-cone [i.e., vres = vres
z cos−1(αlc)]. The

explicit expression for parallel resonant velocity is then given by:

vres
z =

±
√√√√ω2k2

z +
[
(mωH)2 − ω2

]
[
k2

z +

(
mωH

c cos αlc

)2
]
− ωkz

k2
z +

(
mωH

c cos αlc

)2 (5.1)

where the ± sign on the radical indicates the direction of travel of the particle, the

+(−) indicating counter-streaming (co-streaming) particles and must be used with
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Figure 5.2: Flowchart illustrating the procedure of calculating the pitch angle changes
at the ionosphere of resonant particles, as a function of energy and time of arrival.
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positive (negative) m. We define a band of velocities corresponding to a range of

parallel energies ±50% about the resonant parallel energy as given by (5.1), discretize

the set and evaluate the pitch angle change for each velocity as described below.

Figure 5.3 shows the equatorial root-mean-square (rms) pitch-angle change of a

group of gyrotropic electrons (i.e., a group of monoenergetic electrons having the

same pitch-angle, but being uniformly distributed in Larmor phase, or phase in the

gyration cycle about B0) propagating through a wave described by a single f−t cell,

at the magnetic equator (λi = 0), with f = 3.055 kHz, and t = 0.935 sec. In this

figure, the resonant energy Eres = 21.6 keV (vres = 8.46 × 107 m/s) and the band of

velocities considered corresponds to the energy range 10.8 keV to 43.2 keV, a wave

normal angle θ = 58.32◦, a refractive index µ = 63, Bw
y = 0.37 pT, and L = 3. The

figure indicates that the change in pitch-angle drops off rapidly as the velocity of the

interacting electron moves away from the resonant velocity. Due to this fast dropoff,

in past work dealing with coherent wave-particle interactions the pitch-angle change

was calculated for only a small band of electron velocities, typically 1%-3% [Inan

et al., 1978; Chang and Inan, 1983a,b; 1985a,b; Jasna, 1993; Lauben et al., 2001]

around the resonant velocity. Nevertheless, in this work we chose a broader band of

velocities to ensure that “off-resonant” pitch-angle changes are accounted for. Off-

resonant interactions can lead to increased precipitation fluxes [Wykes et al., 2001a,b]

and hence were included in this work – our choice of the bounds for the energy range

of ±50% about the resonant energy was made because at those bounds the pitch-

angle deflection is ∼100 times smaller than at the resonant velocity and hence can be

considered negligible. In actual fact, the most significant contribution to precipitated

flux comes from those electrons within a few percent of the resonant velocity, so our

choice of ±50% is quite sufficient.

The quasi-periodic nulls in pitch-angle deflection shown in Figure 5.3 are caused

by the artificially imposed sharp limit on the wave-particle interaction length, due to

our latitude “binning”. While it is more accurate to consider the envelope of pitch-

angle deflections (thus avoiding the nulls), a preliminary analysis has shown that after

adding the pitch angle contributions from all f−t bins at all latitudes, the discrep-

ancy is insignificant and the enveloping operation can be omitted for computational
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Figure 5.3: Equatorial rms pitch-angle change (∆αrms) as a function of electron par-
allel velocity vz for a single f−t cell at λi =0.

simplicity.

The rate of pitch-angle change of a particle moving through an oblique whistler

wave-field was described by (2.26) in Section 2.4.2 and is repeated below for conve-

nience:

dα

dt
= −meω

2
τm

kzp⊥

(
1 +

cos2 α

mY − 1

)

︸ ︷︷ ︸
T1

sin η︸︷︷︸
T2

+
1

meγ

p⊥
2ωH

∂ωH

∂z︸ ︷︷ ︸
T3

(2.26)

Equation (2.26) is integrated about the latitude of interest λi, from λi − ∆λ/2

to λi + ∆λ/2 where ∆λ in our case is taken to be 1◦. Specifically, to perform the

integration we divide (2.26) into three parts labeled T1, T2, and T3. The term

T3 describes adiabatic motion and is neglected since we account for this separately

when we refer the change in pitch angle to its equatorial value. For this purpose,

we calculate the pitch-angle change ∆αi in the given latitude bin λi, add the local

‘adiabatic’ pitch-angle value αi in the center of the latitude bin, refer the sum to the

equator through (2.20), and subtract the equatorial pitch-angle value αeq
lc .

The factor T1 generally varies slowly in the interval of interest, so we treat it

as a constant evaluated at the center of the integration interval, namely at λi. The



CHAPTER 5. MR WHISTLER PRECIPITATION SIGNATURES 110

factor T2 is the fastest varying, and typically undergoes many cycles in an integration

interval unless the resonance condition (5.1) is approximately satisfied in which case η

remains approximately constant (which is why integration of (2.26) only needs to be

performed for velocities near resonance as discussed above in connection with Figure

5.3).

To simplify our computation, we approximate the gyrofrequency as a linear func-

tion in z (distance along the field line) at the center of each latitude bin λi, i.e.,

ωH ' ωλi
H +(∂ωH/∂z)λi(z−z0) so that η becomes quadratic in z, and the integrand of

T2 can be evaluated analytically. It is shown in Appendix A that the integration of

T2 involves Fresnel integrals which are readily solved using a fast numerical technique

[Mielenz, 2000]. It is important to note that the parallel and perpendicular velocities

involved in the integration of (2.26) are also approximated to first order, and are

taken to be the adiabatically varying unperturbed velocities, so that nonlinearities

due to the wave forces are not included and the equation is analytically integrable

(see similar past work such as Das [1971] and Ashour-Abdalla [1972]).

Figure 5.4 shows an example of a comparison of our analytical solution (blue

curve) to the full solution (red curve) of (2.26) over two different 1◦ latitude bins, at

λi = 0◦ (left column), and λi = −10◦ (right column). The full solution is obtained

by integrating (2.26) together with (2.27) and (2.25) numerically over the entire 1◦

latitude bin, explicitly calculating the values of all the terms in the integration without

resorting to the analytical simplifications described above in connection with the

analytical solution. We consider three velocity ranges around the resonant velocity,

±0.5%, ±10%, and ±20% in rows 1, 2, and 3 respectively, and compute the average

error in each band as:

Error =
1

v2 − v1

v2∑
v1

|∆αanalyt
rms −∆αfull

rms|
∆αfull

rm

where v1 and v2 are the lower and upper velocity bounds respectively around the

resonant velocity.

The figure shows that typical errors between our analytical solution and the full so-

lution are <1% for velocities near the resonant velocity (Figures 5.4a,d), and increase
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column), using three different velocity bands about the resonant velocity, ±0.5%,
±10%, and ±20% in rows 1, 2, and 3 respectively.
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as the range of velocities around the resonant velocity is increased, as in Figures 5.4b,c

and Figures 5.4e,f. This decrease in accuracy occurs primarily due to the formation

of nulls as discussed in connection with 5.3, where the deflection in pitch-angle is very

sensitive to minor changes in the initial values (labeled as ‘discrepancy’ in our figure).

The errors associated with nulls can be as large as 50%, but this does not impact our

calculation since the absolute values of ∆αrms are extremely low, regardless of the

method used in calculating them.

As λi increases, the agreement between the two methods improves, and the error

decreases regardless of the velocity band used. This result comes about because the

rate of change of B0, vz, and v⊥ with latitude is dominated by the first derivative

which we account for in our analytical solution, compared with the second derivative

which we neglect in our calculations, and which is most important at the geomagnetic

equator where the first derivative of the above quantities is zero (with respect to

latitude).

In integrating (2.27) to obtain η which is used subsequently in (2.26), we are left

with the integration constant η0, which is the initial electron phase angle (known

as the Larmor phase) relative to the wave. In past work [Inan et al., 1978; Chang

and Inan, 1985b; Inan et al., 1985b; Jasna, 1993; Lauben et al., 2001], dependence of

scattering on η0 was accounted for explicitly by evaluating the equations of motion for

12 or more particles distributed uniformly in Larmor phase, since non-linear effects

depend strongly on the relative phasing of the particle the and wave. In our case,

the interaction is assumed to be linear, in which case the scattering in pitch angle is

strictly sinusoidal as a function of η0 [Inan et al., 1978] (with derivation in Appendix

A of Inan [1977]) as shown in Figure 5.8a. This sinusoidal dependence on η0 provides

for a number of analytical conveniences. Firstly, we need only solve (2.26) once,

having suitably averaged over initial Larmor phase to find the root-mean-square (rms)

scattering, in order to characterize the entire interaction in Larmor phase. Secondly,

the pitch-angle of the particles uniformly distributed in Larmor phase can be thought

of as a random variable, which (when scattered by the wave) goes through a particular

function (or filter) and attains a new distribution in pitch-angle. The probability

density function (PDF) of this new distribution is shown in Figure 5.8b.
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After calculating the rms pitch angle change of a group of particles of a certain

velocity at some given latitude λi, the flight time to the ionosphere ∆τ is calculated

and the quantity ∆αi
rms =

√
〈(∆αi)2〉 is added into the appropriate energy-time (E−t)

bin, where E is the particular energy of the group of particles under consideration,

and t is the total time taken for the particle to reach the ionosphere from the time

of origin of the source lightning discharge (i.e., the time for the whistler wave to

propagate from the source to the given L-shell and latitude λi, plus the time taken

for the electron to reach the topside ionosphere from this interaction latitude on that

L-shell). The quantity ∆αi
rms is then referred to the equator as described above. The

behavior of a resonant particle near the equator is discussed below in connection with

Figure 5.6.

There are a number of important assumptions which underlie the methodology

outlined above. Firstly, the pitch angle deflections ∆αi
rms that occur at different

latitudes along the field-line, at different times, due to various wave frequency com-

ponents and resonance modes, are grouped on the basis of energy and time. This

method of grouping is chosen because the pitch-angle deflections for particles of a

certain energy that arrive at the ionosphere at a given time essentially belong to that

same particle group, regardless of where (along the field) the pitch-angle changes

may have actually occurred. Secondly, we square and add equatorial (rms) pitch an-

gle deflections because the interactions that a certain group of electrons experiences

at various latitude bins along the field-line are almost always phase-incoherent. For

instance, a 100 keV electron may undergo a first order counter-streaming gyroreso-

nance at λ=λ0 with an f0 kHz wave, then a co-streaming resonance at λ=λ1 with

an f1 kHz wave, a higher order counter-streaming resonance at λ=λ2 with an f2 kHz

wave, and so on. Each interaction is clearly phase incoherent from the others, and

the behavior of the particle population quickly resembles a diffusive process rather

than a coherent process [Roth et al., 1999].

It can be shown on probabilistic grounds that in a diffusive ‘random walk’ process,

the variance 〈(∆αi
rms)

2〉 of the pitch-angle distribution of the particles increases lin-

early with time. In recognition of this fact, we choose to add together the variances

of the interactions that a certain particle group (i.e., a number of particles all having
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Figure 5.5: Latitude discretization error study for L = 2.3, f ≈ 3 kHz showing the
mean and variance for 1◦ − 4◦ latitude windows in panels (a)-(d).

the same energy and pitch-angle, and distributed uniformly in Larmor phase) un-

dergoes along the field-line. This method can lead to errors in the case where the

wave-particle interaction is indeed coherent, and the particle group encounters the

same wave group coherently over a few adjacent latitude bins.

In order to quantify the errors incurred due to latitude discretization, we compare

the pitch-angle changes experienced by a group of particles with and without latitude

discretization. For this purpose we chose a typical L-shell (L = 2.3) and frequency

band (f ' 3.2 − 3.3 kHz) and use ∼26500 combinations of typical wave parameters
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Figure 5.6: The resonant interaction of an energetic particle with an oblique whistler
showing the relative phase angle η and equatorial pitch angle change at L = 5 (a),(b)
and L = 3 (c),(d).

taken from the λs =35◦ injection wave simulation. As discussed in Section 5.1.1, the

wave parameters were recorded at 1◦ latitude bins and in this particular case, spanned

λi ≈ −30◦ to 40◦. The wave parameters strictly apply to only the 1◦ interval, but for

the purpose of our error study we extrapolate these parameters over a 10◦ latitude

range, spanning ±5◦ about λi. We then integrate the equations of motion (2.26) for

the resonant particles to obtain the pitch angle change ∆αi0 for the particular 10◦

latitude span centered at λi. To measure how well discretization compares with the

nominal pitch angle change ∆αi0, we further subdivide the 10◦ latitude interval into

ten 1◦ intervals, integrate the equation of motion in each interval to obtain the partial

pitch angle changes (∆αi1 −∆αi10), square, add, take the square root, and compare

to ∆αi0.
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To go a step further, we introduced a ‘windowing’ operation, whereby the partial

pitch angle changes are evaluated over an interval of ξ times the latitude bin (1◦),

squared, divided by ξ, then added into the and square rooted as before. We would

expect that as ξ → 10, the error would tend to 0, and this is indeed the case. We

have performed this error study for a large range of ξ-values, and show the results for

ξ = 1, 2, 3, and 4 in Figure 5.5, where the distributions are obtained by adding the

value ∆αi0 into the appropriate error bin and then normalized, and errors span from

−100% to 100% divided into 5% bins. The choice of adding ∆αi0 into the appropriate

error bin as opposed to simply incrementing a counter in that bin was made because

not all errors are equally significant. The change in pitch angle spans many orders of

magnitude ≈ 10−15 − 10−1 and often the largest errors occur at the smallest ∆αi0’s

(in the nulls shown in Figure 5.4c and discussed above) where the pitch-angle change

is well within the numerical noise level.

As shown in Figure 5.5 the discretized results agree reasonably well with the non-

descretized results (bearing in mind the huge scale variations of the ∆αi0’s mentioned

above). As ξ increases the mean of the distribution µdist tends to zero fairly quickly,

but the standard deviation σdist does not, remaining at ∼ 10◦ (the distribution does

become narrower, but this is only visible for larger values of ξ). In the remainder

of this chapter we use a ‘window’ of 2◦ because in general we obtain the largest

differential improvement in mean value in changing from ξ = 1 to ξ = 2, and a

marginal increase in σdist (we expect that as the sample size increases, σdist would

actually become slightly smaller in the latter case). Although further improvements

may come about with higher values of ξ, we have chosen not to make the integration

window larger because the windowing operation results in a convolution or ‘smearing’

in time. Electrons scattered in an interaction occurring at a certain λi arrive at the

ionosphere with a time-uncertainty corresponding to the flight time of the particle

through the ξ◦ latitude interval. For instance, a 10 keV particle at the loss-cone has

a time-uncertainty of ∼ 0.02 sec at L' 5 and ∼ 0.01 sec at L ' 2.3. Since our E−t

plots have a time resolution (∆t) of 0.02 sec we have chosen not to use higher values

of ξ so as to not make the time-smearing greater than ∆t.

For reference, we have shown a typical ∆αeq plot in Figure 5.6 which demonstrates



CHAPTER 5. MR WHISTLER PRECIPITATION SIGNATURES 117

how a constant frequency pulse at the magnetic equator interacts with a group of

particles at the respective resonant energies at L = 3 and L = 5. In panel (a) we

show that for the ‘worst-case’ interaction scenario involving no f -variation and very

slow ωH variation, the interaction length in latitude is still ∼ 3.54◦, very similar to

the value at L = 3, though the net pitch-angle change is ∼ 10 times greater. In the

typical simulations we perform, the interaction length is necessarily shorter because

∂f/∂λ, ∂kz/∂λ 6= 0.

In the error study discussed above, we have assumed a constant frequency over

the entire 10◦ latitude interval which gives the somewhat pessimistic error estimates

near the equator. However, in off-equatorial cases ∂f/∂λ = 0 but ∂ωH/∂λ 6= 0

which can also be interpreted as an equatorial interaction (i.e., ∂ωH/∂λ = 0) with a

varying frequency tone ∂f/∂λ 6= 0. Since we sample both sides of the equator (i.e.

∂ωH/∂λ > 0 and ∂ωH/∂λ < 0) we effectively capture signals whose frequency both

increases and decreases as a function of time.

A final point to note about Figure 5.6 is that we do not need to simulate the

entire gyrotropic group of particles as discussed above (twelve particles shown in this

case) since we are assuming linear interactions and no phase bunching. Instead, we

can compute only the root-mean-square scattering of the entire group as shown in

panels (b) and (d) in red and discussed in the following section, Appendix A, and

Inan [1977].

Figure 5.7 shows a typical equatorial pitch-angle deflection array, calculated as

described above, displayed as a function of particle energy E, and arrival time at the

ionosphere t for both northern (a) and southern (b) hemispheres at the ionospheric

endpoints of the L' 3 shell. The most intense pitch-angle scattering is associated with

the first (m=1) counterstreaming cyclotron resonant interaction between energetic

particles and the first few hops of the MR whistler wave. Peak deflections are ∼
0.1◦ occurring between ∼ 100 keV and ∼ 1 MeV. This pitch-angle deflection array

corresponds to the precipitated differential number flux shown in Figures 5.11c, and

5.11d, and a more complete discussion of the detailed E−t features accompanies this

figure.
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5.1.3 Determination of the precipitated flux

After carrying out the above procedure as illustrated in Figure 5.2 over every f−t bin

at every latitude location, and for all resonance modes, we are left with two tables

(the northern and southern ‘feet’ of the field line) whose entries represent the total

equatorial pitch-angle variances 〈(∆αrms)
2〉 of the perturbed particle distributions as

a function of particle energies and ionospheric arrival times, shown in Figure 5.7. In

order to obtain results that can be compared with measurement, we need to convert

the pitch-angle change table into a corresponding table of precipitated flux. In past

work [Inan et al., 1978; Chang and Inan, 1985b; Jasna, 1993; Lauben et al., 2001],

this mapping has been implemented with an algorithm that mapped an unperturbed

distribution function in velocity-pitch-angle space, into the perturbed distribution

by applying the calculated pitch angle perturbation to each individual test-particle,

and then using the distribution function to determine the total flux of particles that

has scattered into the loss-cone. Based on the relatively insensitive dependence of

scattering on the initial pitch-angles, portions of the distribution function immediately

above the loss cone were perturbed with the same set of values as the population at the

edge of the loss cone, allowing the determination of all particles that could possibly

be scattered.

The procedure outlined above can be summarized with the following steps, and

illustrated in Figure 5.8a,b:

1. Calculate a ‘perturbing function’ (e.g., Figure 5.8b that corresponds to the sinu-

soidal scattering shown in Figure 5.8a) that describes how a group of particles

with the same pitch-angle and energy is scattered in pitch-angle as a function

of initial phase η0.

2. Multiply the perturbing function with the value of the distribution function at

the loss-cone.

3. Shift perturbing function to slightly higher pitch-angle and multiply with the

new value of the distribution function. Continue shifting the perturbing function

and multiplying (scaling) by the value of the distribution function.
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4. Integrate all the shifted-and-scaled replicas of the perturbing function to obtain

the new ‘disturbed’ distribution function, i.e., the distribution function after

the wave has scattered a portion of the particles into the loss-cone.

This operation essentially amounts to numerical convolution, and since we have

a deterministic scattering function (Figure 5.8a) and deterministic distribution func-

tion, the convolution can be performed analytically thereby reducing computation

time.

The convolution operation is illustrated in Figures 5.8c, and 5.8d. In Figure

5.8c, we convolve a ‘square’ pitch angle distribution (a uniform distribution in pitch

angle, with a sharp cutoff at the loss-cone) of magnitude b0 with a scattering function

characterized by the maximum pitch-angle change ∆αmax. The analytical result of

the convolution is shown in panel (c). In Figure 5.8d we show a similar result, derived

for a ‘ramp’ distribution with the convolution result again shown in the panel. This

method can be applied to a distribution function p of arbitrary shape, by letting

g (α) = bu (α− αlc) p (α− αlc) (where u is the step function) and expanding p into

a Taylor series about αlc. The first two terms are shown in Figures 5.8c and 5.8d

respectively, and higher order terms can be readily obtained.

The hatched areas of Figures 5.8c and 5.8d represent the those particles scattered

into the loss-cone. Our task now is to obtain the total precipitated flux, and to this

end, we convert the perturbed distribution function fp(E, t, α) into a perturbed flux

function Φp(E, t, α) using the formula used by Chang [1983], given by:

Φp(E, t, α) =
fp(E, t, α)v2

mγ3

which is also derived in Appendix A and shown in (A.14). In order to obtain the

differential precipitated flux, we consider only those electrons traveling perpendicular

to the geomagnetic field line by multiplying with a cos α factor, integrating Φp over

the solid angle representing the loss-cone, and finally multiplying the result obtained

above by a factor gc = (sin2 αeq
lc )−1 representing the contraction of the geomagnetic

flux tube as particles travel from the equator to ionospheric altitudes [Lauben et al.,
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2001]. Mathematically this can be written as:

Φ(E, t) =

flux tube
contraction︷ ︸︸ ︷

1

sin2 αlc

∫ 2π

0

∫ αlc

0

Φp(E, t, α) cos α︸ ︷︷ ︸
adjustment

for area⊥ to B0

sin α dα dφ︸ ︷︷ ︸
solid angle dΩ

=
π

sin2 αlc

∫ αlc

0

Φp(E, t, α) sin 2α dα

(5.2)

where all values of α are taken to be equatorial, and φ is the azimuthal angle.

Finally, the number of precipitating electrons N(t) and the associated energy flux

Q(t) which they represent are found by integrating Φ(E, t) with respect to energy as:

N(t) =

∫

E>Eth

Φ(E, t)dE (5.3a)

Q(t) =

∫

E>Eth

EΦ(E, t)dE (5.3b)

respectively, where we integrate above the lower energy threshold Eth in order to in-

vestigate the energy dependence of our results, as well as to facilitate comparison with

particle detector measurements made for energies above some sensitivity threshold.

5.1.4 Modeling of the trapped particle distribution

We have used two different models of the available flux of energetic radiation-belt

particles: the extrapolated analytic function of Bell et al. [2002] with an assumed

square loss-cone distribution, and the AE8 radiation belt-model [Vette, 1991] with

an assumed sinusoidal loss-cone distribution shown in Figure 5.9. These particular

distributions were selected in our work for two reasons: (i) in order to compare our

work with similar past work, as well as the precipitation signatures of different L-

shells amongst themselves using a simple analytic function, and (ii) to simulate a

more realistic L-dependent particle population with a softer loss-cone distribution.

Past workers [Inan et al., 1978; Chang and Inan, 1985b; Jasna, 1993; Lauben et al.,

2001] have relied on the flux measurements taken by OGO 3 [Schield and Frank, 1970]

for modeling the trapped energetic particle population, and quantitative comparison
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with past workers requires that we use the same distribution. On the other hand,

the measurements made on OGO 3 were in the region 4.2 < L < 5.7, rely on a

very small sample of observations, and are highly atypical in that they represent

abnormally intense fluxes (particularly in the suprathermal range) compared to more

recent observations made aboard the POLAR satellite [Bell et al., 2002], which were

taken in the region 2.3 < L < 4, and rely on the large HYDRA data set. In this

connection, it should be noted that we also use the POLAR fluxes in our evaluation

of the Landau damping of the whistler-mode rays. In past work the determination

of the trapped fluxes for higher energy electrons (>10 keV) were based on crude

assumptions of E−n type of scaling from OGO 3 measurements at ∼ 1 keV of f(v)

with n ranging from 2 to 6. In our work, the distribution of higher (>10 keV) energy

electrons is modeled in a manner consistent with HYDRA measurements of lower

(<10 keV) energy electrons in that we extrapolate the distribution function of Bell

et al. [2002] by modifying the particle velocity with the Lorentz factor, giving the

expression:

f(v) =
a0

v4
m

− b0

v5
m

+
c0

v6
m

(5.4)

where f is in s3cm−6, vm is the modified velocity given by vm = v/
√

1− v2/c2 where

v is the velocity in cm s−1, and a0, b0, and c0 are model constants set to 4.9 × 105

cm−2s−1, 8.3 × 1014 cm−1s−2, and 5.4 × 1023 s−3 respectively. This extrapolated

distribution is shown in Figure 5.9 and exhibits a rolloff with energy that is similar

to typical (solar maximum) AE8 fluxes, but tends to underestimate such fluxes by a

as much as a factor of a few hundred in the few 100 keV – few MeV range.

The simple analytical distribution function given above can be used to compare

our results with past work (as well as the results obtained on various L-shells among

themselves), but lacks certain features necessary when producing ‘global’ views of

the MR whistler driven precipitation signatures. Firstly, the actual trapped energetic

particle fluxes are clearly L-dependent, producing the well-known radiation belt zones

(inner belt, outer belt, and slot region shown in Figures 5.9 and 5.10). Secondly, the
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[2002] (red curve). The inset shows the ‘sine’ and ‘square’ pitch-angle distributions
associated with the AE8 and analytical distributions respectively.

energy spectrum not only scales with L-shell, but the energy e-folding factor is L-

dependent and must be taken into consideration. Finally, a unique feature in the

present work that distinguishes it from past work is the increased duration of the

precipitation signature, due to the relatively long-lived (∼10 sec) MR whistler waves.

Previously [Inan et al., 1978; Chang and Inan, 1985a; Jasna, 1993; Lauben et al.,

2001], it was assumed that only the first equatorial crossing was important for wave-

induced particle precipitation, and thus only the first equatorial crossing was modeled,

so that the resonant electrons would only experience one counter-streaming first-

order gyroresonant interaction. It was thus plausible that a fresh particle population

would enter the wave-packet with a sharp cutoff at the loss-cone, interact with the
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wave resulting in erosion of the near-loss-cone distribution and that the eroded loss-

cone distribution would not be encountered again by the wave. In this work, we

consider many harmonic resonance interactions and the MR whistlers endure for tens

of seconds, providing ample time for the same population of particles to mirror many

times between hemispheres. Our solution has been to assume a simple equilibrium

loss-cone distribution after Walt et al. [2002] (or a simplified form of Vette [1991])

of the form j0(E,L) sin(α− αlc) where j0 is found by integrating out the pitch angle

dependence and comparing to the predicted model fluxes J(E, L). We can then

assume that the flux removed by the MR whistler-wave is immediately replenished

from higher pitch angles, such that the equilibrium distribution remains constant for

the duration of the MR whistler driven precipitation event.

Analytically, this equilibrium pitch angle dependence is treated using a first order

Taylor series expansion as shown in Figure 5.8d, which is a good approximation

within a few degrees of the loss cone where most of the pitch-angle scattering takes

place. Using the AE8 model with the sinusoidal loss-cone distribution is expected to

give realistic values of precipitation flux in the inner magnetosphere that are directly

comparable to current or future observations.

5.2 Simulation results

The results of selected simulation runs are presented in the remainder of this chap-

ter. We begin by contrasting the detailed differential number flux signatures at two

representative L-shells (L = 2.3 and L = 3) to highlight some of the typical features,

and show the variation of these features with L-shell. We then compare the corre-

sponding energy flux signatures obtained by integrating the differential number flux

plot above various energy thresholds. The above procedure is repeated for a range of

L-shells between 1.3 and 5.5 sampled at 0.1L intervals, obtaining energy flux versus

time signatures throughout the inner magnetosphere which we compile into a ‘global’

view of the precipitated energy flux due to a single lightning discharge.

To make the global view information directly comparable to experimental observa-

tions, in particular low altitude satellites or ground-based observations, we convert the
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Figure 5.10: Equatorial omnidirectional flux of energetic radiation belt particles used
in the computation of precipitated flux, calculated using AE8 model [Bilitza, 2001].

L-shell dependence to latitudinal dependence and extrapolate the precipitation curves

in longitude. By transforming from geomagnetic to geographic coordinates, we are

left with a time-sequence of geographic patches representing the affected ionospheric

region, such as would be observed by means of subionospheric VLF transmitter sig-

nal propagations [Inan et al., 1988]. The time sequence of geographic “ionospheric

perturbation” patches is integrated with respect to longitude and time to obtain the

energy and number of electrons deposited as a function of L-shell (Figure 5.22).

5.2.1 Differential number flux

The precipitating differential number flux signatures at the ionospheric end points

(‘feet’) of two different L-shells are compared in Figure 5.11. The left and right
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columns show results for L=2.3 and L=3, and the top and bottom panels represent

the northern and southern hemispheres respectively. The energy is shown in keV on

the ordinate, time in seconds on the abscissa, and differential number flux in electrons

cm−2sec−1keV−1 on the color scale. The lightning source latitude was located at

λs = 35◦ and we have used the extrapolated analytic function of Bell et al. [2002]

with an assumed square loss-cone distribution for the trapped energetic particle flux.

In examining Figure 5.11, certain common features are readily apparent in all

the panels: there is a large band of precipitation between a few hundred eV and

∼ 10 keV, peaking at ∼ 1.5 keV. This intense flux is due to Landau resonance [also

known as the longitudinal resonance, or zero-order cyclotron resonance since it is

equivalent to the m = 0 mode in (2.27)] which scatters the lower energy particles

into the loss cone. While the Landau resonance itself is less efficient than the (m 6=0)

gyroresonance modes resulting in lower average pitch-angle changes, the abundance of

lower energy particles compensates for this inefficiency, producing significantly higher

number fluxes than other resonance modes.

Near ∼ 10 keV the Landau resonance flux becomes weaker with energy and an

effective gap in energy is created until a few tens of keV. The fact that Landau

interactions occur with particles of such high energies (∼ 10 keV) comes about due

to off-equatorial interactions at high wave-normal angles as shown in Figure 5.12.

The absence of precipitated flux in the energy band between ∼10 keV and ∼80 keV

comes about due to the fundamental shift in the physical mechanism coupling particle

and wave, from longitudinal resonance to cyclotron resonance with no intermediate

stages, and is indicated by the yellow band in Figure 5.12. The precipitated flux above

∼ 80 keV is due to cyclotron resonance of energetic particles with the wave. There

are multiple ‘swaths’ of precipitation occurring between 0 and ∼ 6 sec in Figures

5.11a and 5.11b, and between 0 and ∼ 14 sec in 5.11c and 5.11d, resulting from the

magnetospheric reflections (and thus multiple equatorial crossings) of the whistler

wave packet. Since the wave-particle interaction is generally most efficient near the

geomagnetic equator [Helliwell, 1967; Inan et al., 1989], these swaths appear discrete,

descending in energy with time commensurate with the varying f−t structure of the

underlying wave, and to a lesser degree due the longer flight time to the ionosphere of
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Figure 5.11: Precipitated differential number flux signatures at 100 km altitude, due
to a lightning discharge at λs =35◦ at L=2.3 and L=3 in the northern and southern
hemispheres, with color-scale as shown.
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lower energy particles. The first gyroresonance ‘pulse’ in Figure 5.11a,b appears very

broad in energy because the first hop of the whistler is wideband, containing frequency

components from 200 Hz to 60 kHz, the majority of which (∼ 8 − 60 kHz) do not

magnetospherically reflect and are absorbed in the medium after the first equatorial

traverse. These higher frequency components resonate with lower energy particles

as is implied by (5.1), thus stretching the energy band of precipitated particles to

very low levels only in the first pulse. In the context of this discussion, it should be

noted that the dependence of resonant energy on wave frequency is not simple, as it

also involves the wave normal angle [through (5.1)], determined in the course of the

computation of the ray path.

A similar plot of differential number flux is shown in Figure 5.11c,d for L=3. The
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same broad features are apparent in this plot: an intense band of low energy precip-

itating particles due to the Landau resonance, absence of precipitation at energies of

a few tens of keV, and a higher energy component of multiple swaths of precipitating

electrons due to the gyroresonant interactions.

We illustrate the points discussed above by considering a simpler situation, shown

in Figure 5.12 where the resonant energies of electrons are plotted as a function of

geomagnetic latitude for two different wave frequencies f = 2.5 kHz (dashed line) and

f = 3.5 kHz (solid line), a wave normal angle θ = 80◦ and parametrized in harmonic

resonance modes m =−2 to 2. We highlight in yellow the band of energies that do

not resonate with the chosen wave frequencies over the latitude range shown, noting

that they fall in a similar energy range (E ' 10 to 80 keV) to that in Figure 5.11.

The resonant energy of particles increases with latitude for all resonance modes,

and is typically higher for the lower frequencies for non-longitudinal wave-particle

interactions.

Returning now to Figure 5.11, a number of interesting and telling differences be-

tween the precipitation signatures at L = 2.3 and L = 3 are apparent. Firstly, the

time of arrival of the first pulse at the ionosphere in both northern and southern

hemispheres is significantly greater in Figure 5.11c,d than in Figure 5.11a,b imply-

ing a general motion of the precipitation footprint to higher latitudes with time, in

agreement with the observations of Johnson et al. [1999] and consistent with the

theoretical predications of Lauben et. al [2001]. The poleward motion of the precipi-

tation footprint with time is due to the longer distance (and hence longer time) that

whistlers must travel to illuminate higher L-shells compared with the lower L-shells,

together with the increasing flight time of energetic electrons from equatorial regions

to the ionosphere with L-shell. Our model results have been verified for the first

hop of the oblique whistler and similar conditions, against those of Lauben [Ibid] with

excellent agreement.

Secondly, the duration of the event at L=3 is longer than at L=2.3, respectively

requiring ∼ 14 sec versus ∼ 6 sec for the precipitation of the main portion of the

gyroresonant flux. Lastly, note that the first precipitation pulse is narrower in energy

in panels c and d, compared to panels a and b, since the majority of the injected
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whistler wave energy remains below L = 3 on its first equatorial traverse, does not

magnetospherically reflect, and is absorbed in the medium thereafter.

Other interesting features to note in Figure 5.11c are the “Y” structures (i.e., the

apparent bifurcation of the first precipitated flux pulse as it is viewed from lower to

higher energies) at t' 1 sec, E ' 100 keV, reminiscent of those reported in Lauben

[1999, p.39]. These structures are caused by different frequency components (of a

single wave packet) at different wave normal angles that interact with particles of the

same energy but at different latitude locations on the field line, resulting in different

arrival times at the ionosphere and the appearance of a ‘gap’ between the two limbs

of the “Y-structure”.

At t&4 sec, and E∼700 keV, Figures 5.11c and 5.11d show distinct ‘secondary’

swaths of precipitation, appearing fainter and at higher energies than the more intense

primary swaths beneath them. These features are a result of second order harmonic

gyroresonance interactions, also visible in 5.7. At even higher energies, the higher or-

der gyroresonance scattering merges into the diffuse drizzle of precipitating particles,

and loses its discrete appearance. The secondary swaths are also visible in Figure

5.11a and 5.11b though not as clearly.

We note that in Figure 5.11 some diagonal striations are visible in the top portion

of the Landau precipitation flux at E ∼ 10 keV. These are due to numerical noise

related to the latitude discretization and are not a physical feature. As discussed

in Section 5.1.1, increasing the latitude sampling resolution (i.e., discretizing lati-

tude in < 1◦ bins) reduces the striations, resulting in the appearance of a smoother

precipitation signature, but degrades the accuracy of the overall pitch-angle change

calculation.

5.2.2 Energy flux

Using the information presented in Figure 5.11 we now calculate the precipitated

energy fluxes Q(t) shown in Figure 5.13, by integrating the differential number fluxes

Φ(E, t) above various energy thresholds using (5.3b).

This calculation is done to facilitate comparison with ground based measurements,
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since ionospheric effects (e.g., secondary ionization, optical emissions) are generally

interpreted in terms of the precipitated energy flux. As discussed in Section 5.2.1

in connection with Figure 5.11, the timing differences between the two L-shells are

readily apparent, the energy flux at L = 3 arriving later, and enduring longer than

that at L=2.3.

By comparing the energy fluxes above various thresholds, we can infer the con-

tributions of the different harmonic resonance modes to the total energy flux. Most

notably, the energy flux curves >0 keV and >100 keV show little difference, implying

that the intense Landau precipitation fluxes visible in Figure 5.11 contain little energy

and hence do not significantly contribute to ionospheric effects (the two curves differ

in some places, but this is due to the lower energy gyroresonant particles). Using the

same technique, it is evident that ∼ 80% to 90% of the energy flux is composed of

electrons in the range 100 keV to 500 keV, and >99% of the energy flux is composed

of electrons < 1 MeV. It should be noted, however, that ionospheric effects are also

determined by the altitude of penetration, which in turn is dependent on particle en-

ergy [Banks et al., 1974]. For example, while >100 keV electrons deposit their energy

at D-region altitudes (<90 km), any perturbations at E- and F-region altitudes can

only be produced by tens of keV electrons.

The curves shown in Figure 5.13 all exhibit a periodic rippled structure which

is attributed to the multiply reflecting nature of the whistler wave packet and the

fact that interactions are most efficient near the geomagnetic equator. A number of

interesting features can be noted by examining the maxima of the various curves.

Firstly, as in panel (a), alternate maxima seem to be more intense (e.g., a1, a3, a3),

with the intervening maxima (a2, a4) being less intense. Examining the precipitating

energy flux in the conjugate hemisphere, this pattern is again evident but the primary

(b2, b4) and secondary (b1, b3, b5) maxima are now reversed relative to those in the

northern hemisphere.

The structure of alternating maxima can be understood by analyzing the propa-

gation and characteristics of the whistler wave that drives the precipitation. In Figure

5.14 we plot a representative ray injected at 35◦ latitude, with a frequency of 2 kHz

and examine the first 10 seconds of propagation. As can be seen from panel (a) or (d)
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Figure 5.13: The precipitated differential number flux of Figure 5.11 integrated above
various energy levels as indicated, giving energy flux. The panels a-d correspond to
those in Figure 5.11.

(blue curve) this frequency component illuminates the L'3 region also indicated by

Figure 4.2, so we use it as a crude proxy for the wave packet, and use Figure 5.13c,d

to compare wave and particle behavior at L=3.

We begin by noting that the first pulse in the northern hemisphere (c1) is larger

than that in the southern hemisphere (d1), which is similar to that at L=2.3 where

a1 > b1. The second pulse also shows the same trend in both L-shells with b2 >

a2 and d2 > c2, but note that the magnitude of the precipitated energy flux in d2

is significantly larger than c1, unlike that of L = 2.3. The reason for this can be

inferred by examining Figure 5.14a, where the ray injected directly above the lightning
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discharge (and hence carrying most of the power) entirely misses L = 3 on its first

hop, but illuminates it on its second hop causing the precipitation to be more intense.

The first precipitation maxima c1 and d1 are caused by the first equatorial traverse

of rays injected at higher latitudes (λ>35◦) than our computed ray and hence carry

less wave power, in accordance with (2.1) since they are further from the source.

The alternating primary maxima in energy flux are attributed to the fact that the

wave-particle interaction is always more effective in the counterstreaming direction.
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Hence, on the first hop the wave travels south and the primary precipitation peak

(c1) is in the north. After ∼1 sec, the wave experiences a magnetospheric reflection

at λ'−30◦, L'2.6 according to Figure 5.14d, and begins to travel north, resulting

in a primary precipitation peak in the south (d2).

There are a number of reasons why counterstreaming interactions result in higher

precipitated fluxes: firstly, according to the resonance condition, (2.27), when the

wave and particle move in opposite directions, the Doppler shift resulting from the

relative motion naturally raises the apparent wave frequency as shown in Figure
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5.15 for vz1, whereas a particle moving in the same direction as the wave lowers

the apparent wave frequency vz−1. For resonance in the counterstreaming mode, the

particle only needs to raise the wave frequency to match a multiple of its gyrofrequency

(vz1, vz2, or vz3), whereas in the costreaming interaction the particle needs to lower the

wave frequency to zero, and then keep lowering it until the apparent frequency is equal

to a negative multiple of the particle’s gyrofrequency (vz−1,vz−2, or vz−3). The particle

velocity required for counterstreaming gyroresonance is thus lower than that required

for costreaming gyroresonance, for the same absolute value of the resonance harmonic

|m| (because ω is be positive), and increases with m such that |vz1| < |vz−1| < |vz2| <
|vz−2| < |vz3| and so on. The lower velocities involved in counterstreaming interactions

compared with costreaming interactions also imply that the particle moves slower

through the wave packet, experiencing a larger cumulative deflection due to the wave.

Since available particle fluxes fall rapidly with energy (Figures 5.9 and 5.10), even

if costreaming and counterstreaming particles did experience the same deflection due

to the wave, the energy flux of the counterstreaming particles would still be higher

because of the relative abundance of the lower energy particles. For instance, referring

to Figure 5.9 again, we see that at L'2.2, increasing the energy of resonant electrons

from 100 keV to 1000 keV, results in a decrease of the trapped flux by a factor of

∼1000, leading to an overall precipitated energy decrease of a factor of ∼100.

In addition to the points discussed above, the counterstreaming and costreaming

precipitated energy fluxes in the northern and southern hemispheres are asymmetric

for yet another reason. In the development of the wave-particle interaction equations,

we used (2.23) to decompose the elliptically polarized oblique whistler wave, into

left- and right-hand circularly polarized (LHCP and RHCP) components. Since the

electrons gyrate about the magnetic field line in a right-hand sense, they can only

resonate with electromagnetic waves which are also “apparently” RHCP, and rotating

at the same frequency. As we have discussed above, when the wave and electron

approach each other (counterstreaming) the RHCP component of the wave is involved,

and since ω < ωH for the whistler mode, its frequency is Doppler shifted to higher

values to resonate with the particle. However, in the costreaming mode the particle

overtakes the wave, and in fact changes the apparent sense of rotation such that it
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is actually the LHCP component of the whistler that interacts with the electron,

its left-hand polarization appearing as a right-handed rotation which matches the

gyrofrequency of the electron. This realization leads to the question of the degree

to which the relative magnitudes of the LHCP and RHCP control the north-south

asymmetry of the precipitating energy flux.

We address this question in Figure 5.14c, where we plot the ratio R of the LHCP

electric field magnitude to the RHCP electric field magnitude (blue curve). Initially

the ratio R is very low indicating that the wave is almost entirely RHCP (in fact,

according to (2.9) for parallel propagation k||B0, the whistler is strictly RHCP),

and the wave normal angle θ in panel (c) is . 60◦ near the geomagnetic equator on

the first hop. However, R increases rapidly and within ∼ 4 seconds becomes > 0.9

indicating that the LHCP and RHCP components are almost equal in magnitude.

In order to compare the polarization ratio R with the ratio of costreaming versus

counterstreaming precipitated fluxes, we show in Figure 5.14c the “QNS-ratio” (grey),

which is obtained by dividing the blue curve (E >0 keV) of Figure 5.13c by the blue

curve of Figure 5.13d, and inverting this ratio when it is > 1, thus giving the ratio

of the secondary flux maxima in one hemisphere to the primary flux maxima in the

other hemisphere. The hemispherical energy flux ratio QNS curve was shifted forward

by 0.5 sec to roughly compensate for the electron flight time from the equator to the

ionosphere.

As shown in Figure 5.14c, at the first equatorial crossing of the wave (panel d,

green curve) the hemispherical energy flux ratio QNS and polarization ratio R are

almost identical, but subsequent equatorial crossings indicate that QNS is much lower

than R. We thus observe that the distribution of power among LHCP and RHCP

wave components plays a smaller role in controlling the hemispheric precipitation

asymmetry compared to the factors described above. The fact that the QNS and R

are approximately equal on the first equatorial traverse is due to the fact that the

wave packet contains a significant amount of power in the 8–60 kHz frequency range,

and that the ray paths in this band do not experience magnetospheric reflections so

that this effect is only evident on the first hop. These higher frequency components

also resonate with electrons that are more separated in energy in the costreaming and
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counterstreaming modes as implied by (2.27) , and thus result in greater asymmetry

in the precipitation and lower QNS due to the higher fluxes at lower energies.

Having examined the details of the precipitated energy flux at two selected L-

shells, we now repeat the calculation of precipitated flux over a range of L-shells from

1.3 to 5.5 in 0.1L increments, and examine the resulting ‘global’ view of the MR

whistler driven precipitation event.

5.2.3 Global view of precipitated energy flux

We consider the response of the inner magnetosphere to the MR whistler wave by

computing the precipitation flux induced on L-shells ranging from L=1.3 to L=5.5 in

0.1L intervals. In the series of Figures 5.16–5.19 we plot the precipitated energy flux in

panels (a) and (d) calculated in the same manner as described in the previous section

5.2.2, the precipitated number flux in panels (b) and (e), and the average precipitated

energy 〈E〉=Φ(L, t)/N(L, t) in panels (c) and (f) calculated by dividing the results

of panel (a) by (b) and (d) by (e). The left and right columns correspond respectively

to the precipitation flux in the northern and southern hemispheres, and the series of

Figures 5.16–5.19 correspond to source lightning discharge latitudes λs =25◦, 35◦, 45◦,

and 55◦ respectively. In each of the panels the trapped energetic electron flux model

AE8 is used together with a sinusoidal loss-cone distribution as discussed in Section

5.1.3 and shown in Figures 5.9 and 5.10, to represent the quiet-time equilibrium state

of the radiation belts.

Since the earlier results detailed in Figures 5.11–5.14 were for a lightning discharge

at λs =35◦, we begin by analyzing Figures 5.17a,d. Firstly, we note (as above) the in-

tense precipitation due to the first hop in the north, followed by the primary maximum

in the south, then in the north again and so on, driven by the alternate north-south

and south-north motion of the MR whistler wave packet. Secondly, evident in this

global view is the fact that the average L-shell location of the precipitating electrons

increases slowly with time, which is expected due to the behavior of the whistler-

mode ray paths. The various frequency components of the MR whistler tend to settle

on different L-shells, lower frequencies at higher L-shells and higher frequencies at
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lower L-shells as shown in Figure 4.2 [Bortnik et al., 2003a]. Since it is the lower fre-

quency components that have the longest lifetimes (Figure 4.3) [Bortnik et al., 2003a;

Thorne and Horne, 1994] the wave energy appears to advance to higher L-shells with

time as the higher frequency components that have settled at the lower L-shells are

progressively absorbed by the suprathermal plasma.

The broad band of precipitation seen in both hemispheres in Figure 5.17a,d grad-

ually transforms from a collection of discrete swaths, to a more diffuse precipitation

signature after a few seconds. This behavior is a result of the disposition of the under-

lying whistler wave packet which is compact and distinct at the start but progressively

undergoes more mixing (due to overlapping ray paths and dispersion), scattering elec-

trons in pitch-angle in a more diffuse fashion. The first of the fine swaths in the

beginning of the event was previously modeled (only for the first counter-streaming

gyroresonance and only for the first equatorial traverse of the ray path) [Lauben, 1999;

Lauben et al., 2001] and experimentally observed by means of the subionospheric VLF

method [Johnson et al., 1999]. The tendency of the precipitation to rise in L as a

function of time for the first hop of the whistler is due to a combination of the facts

that whistler waves take a longer time to reach the geomagnetic equator of higher

L-shells than at lower L-shells, and that the travel time of the scattered energetic

particle from the near equatorial interaction region to the ionosphere also increases

with L-shell.

The precipitating electron number flux shown in Figure 5.17b and 5.17e exhibits

similar features to the energy flux except for the fact that the depression in precip-

itated fluxes at L' 3 due to the slot-region is more evident. The average energy of

precipitating electrons shown in 5.17c,f indicates that typical average energies are in

the tens to hundreds of keV.

It is particularly instructive to compare the precipitation signatures of the four

lightning source latitudes: λs = 25◦, 35◦, 45◦, and 55◦ shown in Figures 5.16–5.19

respectively. Beginning with the first precipitated energy flux pulse, we see that

for λs = 25◦ this pulse starts at L ' 1.5 and quickly rises in time to L ' 2.5. For

λs =35◦, the pulse moves from L∼ 2→ 2.8. For λs =45◦, the range is L∼ 2.6→ 3.4,
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Figure 5.16: A global view of precipitated flux for λs =25◦, (a) energy flux >30 eV,
(b) electron number flux, (c) average energy of precipitated electrons, all in northern
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Figure 5.17: A global view of precipitated flux for λs =35◦, shown in the same format
as Figure 5.16.
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and for λs = 55◦, it is L ∼ 2.8→ 3.5. In all cases the L-shell of the first pulse in-

creases with increasing source latitude, but the latitudinal separation between the

lightning discharge and the location of the precipitation pulse becomes narrower be-

cause the whistler ray paths do not move out as far in L-shell for higher latitude

lightning strokes, and also due to the decreasing latitudinal separation on the Earth’s

surface at higher L-shells [Lauben et al., 2001]. In addition, the period between sub-

sequent pulses increases with increasing source latitude. This feature has already

been noted in Section 4.3.1 with regard to Figure 4.6 concerning the wave structure

of the causative MR whistler, and can be understood in view of the fact that waves

injected at higher latitudes traverse longer field lines and thus take longer to complete

consecutive magnetospheric reflections compared to waves injected at lower latitudes.

The behavior of the λs = 25◦ case is interesting in that the peak precipitated

energy flux in Figure 5.16a,d is roughly an order of magnitude lower in intensity

compared to that of the λs =35◦ case. Moreover, the average energy of precipitated

electrons shown in panels (c) and (f) is almost an order of magnitude higher. These

two effects result from the fact that the injection latitude is low, and the injected

frequency components remain mostly below the equatorial lower-hybrid-resonance

(LHR) frequency, and move up relatively slowly in L-shell as shown in Figure 4.1a.

As shown in Figure 5.14c, the wave normal angle for these waves quickly becomes

very oblique and spends the majority of its time near θ' 90◦. However, in contrast

to Figure 5.14c the refractive index value µ does not tend to infinity because the

refractive index surface is closed for f <fLHR, so that while resonant energies become

very high due to the low value of kz (and subsequent high value of vz through (2.27)

or (5.1)), the wave itself does not become quasi-electrostatic, in fact, at θ = 90◦ the

whistler-mode wave propagates normal to the field line in the so-called X-mode with

moderate values of µ. The precipitated fluxes due to the Landau resonance that are

typically associated with high values of µ and θ do not dominate the overall number

of precipitated electrons with low energy particles as they do for the λs = 35◦ case,

keeping the average energies high.

In Figures 5.16b,e a number of additional swaths of precipitation are observed in

the range 2 < L < 3 for t > 5 sec, which are not seen in the energy flux (5.16a,d)
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Figure 5.18: A global view of precipitated flux for λs =45◦, shown in the same format
as Figure 5.16.
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Figure 5.19: A global view of precipitated flux for λs =55◦, shown in the same format
as Figure 5.16.
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or average energy (5.16c,f) because their magnitude drops below the threshold value

used in these plots. These additional swaths result from the longitudinal (Landau)

resonance driven by frequency components that have moved out sufficiently far in

L-shell that their frequency matches the equatorial fLHR, their refractive index sur-

face transitions from a closed shape to an open shape (as illustrated in Figure 2.3 or

2.4) and the k-vector tends to infinity causing the wave to become quasi-electrostatic.

The swaths are seen initially at the lower L-shells because the higher wave frequency

components tend to settle at lower L-shells and become electrostatic faster than the

lower frequency components, and are observed only in the number flux because the

primary interaction which causes their precipitation is the Landau (or longitudinal)

resonance, which affects only the lower energy electrons (.1 keV). This lower energy

population of electrons is relatively more abundant but contains relatively little en-

ergy, resulting in low values of precipitated energy flux and average energy that falls

below the threshold used in plotting our figures.

While still on the topic of precipitation fluxes driven by the longitudinal resonance,

we note the large maximum in number flux in Figures 5.18b and 5.19b occurring in

the range 2 < L < 3 and over the interval 2 < t < 4 sec. This signature is interesting

because it only appears in the northern hemisphere panels of both cases, is seemingly

connected to the first precipitation pulse, and does not look like the typical rising

swaths seen in Figures 5.16b,e and 5.17b,e. In fact, this signature has its origin in

the same mechanism discussed in the previous paragraph except that most of the

higher frequencies (f & 4 kHz) are injected at L-shells that are higher than their

settling L-shell (cf. Section 4.2.2); as a result the waves become very electrostatic as

early as the second hop, and are Landau damped very quickly. As they are Landau

damped by the suprathermal population, they also scatter the resonant electrons (of

.1 keV energies) into the loss cone resulting in large number fluxes in the northern

hemisphere coincident with the second hop. The signature seems to be moving to

lower L-shells with time because the higher frequency components move closer to the

Earth on their second hop in trying to reach their settling L-shell. Also visible is a

relatively sharp cutoff near L=3 which is caused by the slot-region.

Finally, we note that the precipitation signature in Figure 5.19 contains even more
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unusual features than that in Figure 5.18. Most notably, there is the presence of the

large precipitation maximum in panel (b) which we have discussed above, together

with only a very thin swath in the energy flux (Figures 5.18a,d) and some ‘non-

smooth’ features at t & 11 sec, L > 4.8. These thin rising swaths can be understood

by the fact that at this high injection latitude (λs = 55◦) there are only a small

band of frequency components that remain below the equatorial LHR frequency,

that gradually propagate to higher L-shells and scatter electrons as they propagate.

Because of the relatively low power remaining in this band and the obliquity of the

wave, the energy fluxes are generally lower than those for the λs = 35◦ and λs = 45◦

events. The remainder of the frequency components move to lower L-shells and

drive the precipitation maximum in panel (b) as discussed above (note the clear

depression caused by the slot region at L' 3). At t & 11 sec we see the emergence

of features which are somewhat irregular and which do not follow the typical “rising-

swath” pattern seen in the previous figures. These irregular features are caused

by plasmapause echoes as discussed in Section 4.3.3 and shown in Figure 4.7. The

plasmapause reflections result in smooth f−t echoes as well as echoes that are not

smooth and discrete in f−t and contain some randomness in them, which have strayed

beyond the plasmapause and have come in again due to density gradients, and are

consistent with the features apparent in both energy and number flux.

5.2.4 Precipitation hotspot in geographic coordinates

The global view of precipitated energy flux shown in Figures 5.17a and 5.17d provides

sufficient information for us to calculate the geographic region of the Earth affected

by the MR whistler driven electron precipitation. Such information would be useful

in comparing with subionospheric VLF signal perturbations due to D-region distur-

bances caused by the electron precipitation as was done in previous work [Carpenter

and LaBelle, 1982; Carpenter et al., 1984; Inan et al., 1985a; Inan and Carpenter,

1986; Lev-Tov et al., 1996; Johnson et al., 1999; Clilverd et al., 2002].
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At every instant in time the information given in Figures 5.17a and 5.17d pro-

vides a one-dimensional plot of energy flux versus L-shell. We transform the de-

pendence of this plot from L-shell to geomagnetic latitude λmag through the relation

cos2(λmag) = (RE + hiono)/LRE where RE and hiono are the Earth’s radius (6370

km) and ionospheric deposition altitude (∼100 km) respectively. To obtain a two-

dimensional patch we follow the technique used by past workers [Lauben et al., 2001]

and extrapolate the energy flux versus latitude curve in geomagnetic longitude. As

was shown by [Ibid], the pitch angle change and hence precipitated flux is proportional

to the radiated electric field strength of the lightning discharge, and hence we obtain

a scaling function by evaluating the square root of the ratio of (2.1) at a range of lon-

gitudes with respect to its nominal value at the source lightning longitude, expressed

as:

s (φmag) =
Rl0 sin [κ (φmag)]

Rl (φmag) sin κ0

(5.5)

where the subscript ‘0’ denotes longitude of the causative flash, φmag is the extrap-

olated longitude, and all other symbols are as defined in connection with (2.1), in

geomagnetic coordinates.

The procedure described above is illustrated graphically in Figure 5.20 showing

a perspective view of an energy flux versus time curve translated in longitude by

applying the scaling function described by (5.5). This curve represents the energy

flux deposited in the northern ionosphere at L=3 due to a lightning discharge at a

geomagnetic latitude of 35◦ and is similar to the curve shown in Figure 5.13c (blue

curve, i.e., E >0 keV).

A few comments are in order regarding the above procedure: firstly, our method

differs from that of Lauben [1999] who used the underlying differential energy flux

(i.e., Figure 5.11) and scaled every E− t pixel by the spatial factor (as we have)

evaluated at the frequency known to cause the greatest amount of scattering at that

L-shell. In our case this method is not realistic because a single wave frequency

component is not dominantly responsible for the scattering at a given L-shell since

we consider a large number of resonance modes, and magnetospheric reflections of
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Figure 5.20: Illustration of longitude extrapolation technique showing curves of pre-
cipitated energy flux vs. time (blue) at different longitudes away from the lightning
source location, multiplied by the scaling function (red).

the injected waves. Instead, we opt to scale the integrated energy flux signature

by the spatial factor at the LHR frequency of the particular L-shell in view of the

fact that magnetospherically reflecting wave packets eventually tend to settle at that

L-shell. However, when we take the ratio of (2.1) at some longitude with respect

to the longitude of the causative lightning discharge at any constant frequency, the

frequency dependent factor simply cancels out, leaving only the spatial dependence.

Secondly, as was noted in Section 2.2, in order to avoid the ideal vertical dipole

radiation pattern null we compute the wave power as a function of latitude in a

meridian that is displaced by 0.9◦ from that of the causative lightning. We use

the same technique in the above procedure where we evaluate (5.5) for a range of

longitudes at a latitude that is similarly displaced by 0.9◦ from that of the causative

flash, resulting in similar power levels as one would have at the precise latitude of the

lightning, but once again avoiding the idealized radiation pattern null that would in

reality undoubtedly be washed out due to natural ionospheric inhomogeneities.

Finally, horizontal gradients in the ionospheric electron number density are ne-

glected entirely by assuming that the electron density profile varies only as a function

of altitude, thereby allowing us to use wave normal vectors which are initially locally

vertical and to assume azimuthal symmetry. It is easy to include latitudinally vary-

ing horizontal density gradients as we have done in Chapter 3, but this would need
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to be performed on a case by case basis and here we have chosen to treat the more

basic situation. With respect to azimuthal density gradients, the horizontally strati-

fied assumption is quite reasonable in the night-time sector, but there are significant

azimuthal gradients near the day and night terminators that could in general distort

the shape of the precipitation region. However, proper inclusion of azimuthal den-

sity gradients would involve use of a three-dimensional ray tracing program, which is

beyond the scope of the present work. While such programs do exist and have been

used [Green et al., 2002; Starks, 2002] their use in our analysis is prohibitive in view

of the fact that many thousands of rays need to be run to properly construct the wave

property tables.

Having obtained the precipitated energy flux as a function of geomagnetic latitude

and longitude (at a given time), we are left with the task of mapping this precipi-

tated flux patch into geographic coordinates. To do this we once again follow the

previous work of Lauben [1999] and use a tilted and centered dipole approximation to

map every geomagnetic latitude-longitude pair into their corresponding geographic

latitude-longitude pair using the standard spherical transform methods described in

e.g., Goldstein et al. [2002, p.153] and the centered dipole model North pole co-

ordinates (79.13◦, 288.84◦) representing latitude and longitude respectively. These

values are typical of DGRF/IGRF parameters [Macmillan et al., 2003] in the period

1990–2000.

The results of the operations described above are displayed in Figure 5.21 where

we show the precipitation patch at t=0.4 sec after the time of the causative lightning

discharge located at 35◦ geomagnetic latitude. The geomagnetic longitude was chosen

such that the transformed coordinates of the lightning discharge are (24.3◦,−80.1◦),

placing the precipitation patch in the north-eastern United States, convenient for

observation by the subionospheric VLF measurements regularly conducted by Stan-

ford over these regions (see Johnson et al. [1999] and references therein), and off

the western coast of the Antarctic peninsula where the precipitation is also regularly

measured in the same manner [Burgess and Inan, 1993; Clilverd et al., 2002]. Panel

(a) shows the entire globe with topographic data displayed with the ‘topo’ color scale

(not shown) for reference, and the precipitation energy flux displayed with the linear
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color scale given to the right of the figure.

This view in Figure 5.21 illustrates the large latitudinal separation between the

lightning discharge and resultant precipitation patch (as noted previously by Lauben

[1999]) of ∼15◦ as well as illustrating the disposition of the precipitation patch on a

global scale. The distribution of the whistler wave power density in the magnetosphere

at t = 0.4 sec is shown in panel (b) (normalized color scale shown below) where the

power density of the 5330 sample rays is shown (f =0.2 − 60 kHz, c.f. Section 4.2),

as determined by the initial latitude-dependent power density at the ionosphere and

path integrated Landau damping. The wave power is concentrated in the center of

the wave packet slightly below L=2.5, and the temporal dispersion of the wave packet

is also evident. The time of the snapshot is indicated in the semicircle representing

the Earth.

The global spatial display of the precipitation flux given in panel (a) is useful in

its illustrative capacity but is cumbersome for a detailed examination of the temporal

evolution of the precipitation patch. For this purpose we show in panels (c) and (d)

the expanded regions of the northern and southern hemisphere precipitation locations

with the precipitated energy flux itself displayed on the logarithmic scale shown below

the panels. For reference, the footprints of four L-shells (L=2−5) are superimposed on

the maps, and we see that the ‘hotspot’ occurs slightly below L=2.5, commensurate

with the distribution of the wave structure in the magnetosphere at the time.

Using the format of Figure 5.21 panels (b)–(d), we now present the entire event

of Figure 5.17 as a sequence of panels that progress in time from 0.1-20 sec shown in

Figure 5.22. We sample the time sequence at 0.1 sec initially and gradually increase

the sampling period as the interaction becomes more diffuse. For these results the

trapped flux of energetic electrons was derived from the AE8 model [Vette, 1991] with

an assumed sinusoidal loss-cone distribution.

While many of the characteristics of the precipitated energy flux signature have

been discussed in connection with Figure 5.17, there are nevertheless several impor-

tant features to note concerning Figure 5.22. The first point to note is the fact that

the approximate size of the affected ionospheric region is in agreement with past

calculations [Lauben et al., 2001], with the lateral extent of the patch being a few
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(a)

(c)

(b) (d)

Figure 5.21: Precipitation hotspot at t = 0.4 sec after the lightning discharge at
λmag =35◦; (a) Precipitation data plotted on world topography, lightning source shown
as yellow cross at (24.3◦,−80.1◦); (b) whistler wave power distribution at t=0.4 sec
with relative color scale; (c) expanded northern and (d) southern hemisphere maps
showing a log color scale and L-shells 2–5.
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Figure 5.22: [Following 5 pages] Time sequence of MR whistler wave power distribu-
tion in the magnetosphere (left column) and resultant precipitated energy flux patch,
shown for the first 20 sec of the event. The data is extrapolated from that of Figures
5.17a,d and shows a poleward fluence on both short (∼ 0.1 sec) and long (∼ 10 sec)
timescales.

hundred km’s for energy fluxes greater than ∼ 10−3 ergs cm−2sec−1 during the first

equatorial traverse of the wave. As observed above (in connection with Figure 5.13),

the precipitation in the northern hemisphere is significantly more intense during the

first hop than in the southern hemisphere, leading to patch sizes that are larger in size

than the southern hemisphere. In keeping with this point, we note that the east-west

extent of patch sizes in the southern hemisphere may appear larger in our figure than

they actually are due to the cylindrical projection of the map. We have plotted in

the t = 0.1 sec panel the lateral extent occupied by 1000 km at latitudes 35◦ and

−60◦, corresponding to longitude ranges of 11◦ and 18◦ respectively. The north-south

extents remain even since latitudinal lines (parallels) do not converge at the poles.

The second point to note is that in panels such as those corresponding to 2<t<3.2

sec, more than one hotspot appears. There are two contributing factors leading to

this phenomenon: the first is a region of depleted energetic electron fluxes available

in the radiation belts (the slot region) shown in Figure 5.10, occurring at L ' 2.8,

resulting in a spatial minimum of the precipitated energy flux. The second factor

is due to the periodic reflections of the whistler wave energy packet, combined with

the fact that the most efficient wave-particle interactions occur near the geomagnetic

equator. As the wave packet reflects, it gradually moves to higher L-shells, frequently

resulting in a spatial gap in the precipitated flux due to the separation between two

simultaneous equatorial traverses.

A few final features to mention are the ability of a single lightning discharge to

effectively fill the entire plasmasphere with whistler mode energy as seen in the left

column of Figure 5.22 at t & 10 sec, as well as the poleward motion of the precipitation

patch in both hemispheres on both short (∼ 0.1 sec) and long (∼ 10 sec) timescales.

In fact, the timescale of the poleward motion of the affected ionospheric region may

be the most critical determinant in separating precipitation due to MR whistler waves
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(as presented in this work) from other types of oblique wave-drive precipitation which

do not necessarily magnetospherically reflect, for instance precipitation driven by the

first nonducted hop of the lightning generated whistler wave [Johnson et al., 1999;

Lauben et al., 2001] or VLF transmitter signal in the 10–30 kHz range.

5.2.5 Longitude integrated fluxes

The total energy or number of electrons precipitated at any given L-shell in an event

such as the one shown in Figure 5.22 is calculated by integrating the corrersponding

energy and/or number flux with respect to time and longitude. The resulting quantity

is shown in Figure 5.23 where we display the total precipitated energy (in Joules/L)

and number of electrons (in electrons/L) as a function of L-shell in the left and right

columns respectively. We plot results corresponding to causative lightning discharges

at λs = 25◦, λs = 35◦, λs = 45◦, and λs = 55◦ in blue, red, green and magenta

respectively, showing both northern (top row) and southern (bottom row) hemisphere

precipitation.

Immediately evident is the effect of the slot-region upon the precipitated electron

energy and number, as a depression in the fluxes slightly below L=3. We thus expect

that for a typical radiation belt electron distribution there would be a noticeable

decrease in precipitated fluxes near the geographic location of the L'3 shell, which

occurs for our present example in the north-eastern United States slightly south of

the great lakes region and in the southern hemisphere near the Antarctic peninsula.

It should be noted that time and longitude-integrated precipitation signatures

such as those shown in Figure 5.23 are ideally observed by satellites in the drift-loss-

cone as discussed in Section 3.1, and shown in Figure 3.1. In such cases, lightning

generated MR whistlers scatter energetic particles into the drift-loss-cone at longi-

tudes east of the South Atlantic anomaly (where geomagnetic field amplitudes as

well as energetic particle mirror heights are substantially lowered) where these scat-

tered energetic particles accumulate and remain in the drift-loss-cone (and are thus

observable by satellites at locations east of the scattering locations) until they are

precipitated at the South Atlantic anomaly.
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Figure 5.23: Integrated flux of particles shown as a function of L-shell for the event
presented in Figure 5.22, and a similar analysis performed for an event with λs = 35◦.

The effect of the first hop is evident in the signatures of Figure 5.23 as an asymme-

try between the northern and southern hemispheres. It is clear that the precipitation

in both energy and number of electrons is always greater in the northern hemisphere

than in the southern hemisphere due to the highly efficient m = 1 counterstreaming

gyroresonant interaction which has been discussed in connection with Figure 5.13.

The dependence on injection latitude is also evident showing that the precipitation
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Q [Joules] N [electrons]
λs North South North South
25 37 26 94× 1013 66× 1013

35 590 280 3.0× 1016 .97× 1016

45 250 170 11× 1016 1.3× 1016

55 68 60 6.8× 1016 0.7× 1016

Table 5.1: Total precipitated energy and electron number due to lightning sources at
λs =25◦, λs =35◦, λs =45◦, and λs =55◦.

signature becomes progressively more asymmetric between the north and south hemi-

spheres as λs is increased, because the whistler waves travel over longer field lines,

becoming electrostatic and experiencing more severe Landau damping on the first

hop, causing second and subsequent hops to precipitate far fewer electrons.

Turning our attention to the electron precipitated energy (Figures 5.23a,b), we

see that the average location of the precipitation in L-shell generally increases with

increasing injection latitude, but that the peak flux does not monotonically increase

with λs. As in our qualitative description of the expected precipitation intensities

in connection with Figures 5.16–5.19, we once again observe that the precipitated

energies caused by discharges located at midlatitudes (λs =25◦ and 35◦) are greater

than those at either low (λs =25◦) or high (λs =55◦) latitudes.

It is interesting at this stage to compare the results of Figure 5.23a to the rough

estimate made previously in Section 3.4.2 and shown in Figure 3.7c. We have plot-

ted the curve of Figure 3.7c as a black dashed line labeled ‘SAMPEX’ in 5.23a for

comparison. While the SAMPEX calculation did not account for the reduction of

trapped flux near the slot region (being based on a very simple energy dependence

for the trapped flux assumed constant with L) and was based on a plasmapause lo-

cated at L = 3.8 instead of L = 5.5 as we do in the current example (consequently

ending more abruptly near L ' 3.8), it nevertheless captures remarkably well the

spatial region where the bulk of the precipitation is expected to occur, as well as the

relative magnitudes of the precipitated flux. The current analysis thus serves as a

valuable confirmation of the results presented in Chapter 3.

We integrate the results shown in Figure 5.23 with respect to L-shell and present
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the results of total precipitated energy and number of electrons in Table 5.1. As

mentioned above, we observe the dominance of lightning injection at λs =35◦ in the

precipitation of energy, but surprisingly it is actually the λs =45◦ case that dominates

the precipitated number of electrons, primarily due to the intense precipitation driven

by the longitudinal resonance visible in Figure 5.18, at 2<L<3 and 2<t<4 sec.

Previous estimates of the total energy and number of electrons precipitated by

an oblique whistler on its first hop were made by Lauben [1999] giving values of

∼ 1 MJ and ∼ 1020 electrons respectively for midlatitude lightning source locations.

These estimates were calculated using the full nonlinear wave-particle interaction

equations (2.24) and (2.25), with similar wave power as our lightning discharges. The

fact that both precipitated energy and total number of precipitated electrons are

a factor of a few thousand larger than our estimate can be understood as follows:

firstly, the trapped flux model used by Lauben [1999] was derived from the OGO 3

measurements of Schield and Frank [1970], and extrapolated to higher energies using

simple assumptions, giving values which are typically higher than those of the AE8

model (e.g., at 100 keV, OGO 3 fluxes are comparable to the maximum fluxes of the

AE8 model, at 1 MeV OGO 3 fluxes are a factor of 10 to 100 larger than maximum

AE8 fluxes and at 6 MeV the difference is a factor of ∼ 105). Secondly, the Lauben

[1999] trapped flux model neglects the region of decreased electrons fluxes (slot region)

assuming a uniform particle distribution throughout the entire inner magnetosphere

which adds a significant amount of particles compared to the AE8 model used in the

present work which includes the slot region. Thirdly, Lauben [1999] assumes a sharp,

step-like pitch-angle distribution (as shown by the red curve in the inset of Figure 5.9),

as opposed to a more realistic ‘sinusoidal’ distribution (blue curve of above figure)

used in the present work. In view of the strong dependence of precipitation flux [Inan

et al., 1982; 1989] to the shape of the pitch-angle distribution near the loss cone, the

difference in precipitated flux for a sharp vs. a sinusoidal pitch-angle distribution can

be a factor of ∼100, even if the total equatorial fluxes are kept constant for the two

distributions.

Although resultant total energy flux of electrons precipitated by an oblique whistler

was estimated by Lauben [1999] to be much higher than our estimates, it is important
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to note that these differences are only due to the use of different initial conditions

and not to the efficiency of the wave-induced pitch-angle scattering. In fact, when we

use the same input parameters in our model as those used by Lauben [1999] we find

nearly identical precipitation levels.

Aside from the more intense flux distribution, neglect of the slot region, and the

assumption of a step-like pitch-angle distribution, Lauben [1999] does not take into

account the effects of Landau damping upon the wave, which decrease the wave power

of the oblique whistler during its first hop (typically a few percent), resulting in lower

precipitation as is the case in the present work. Although we consider multiple mag-

netospheric reflections of the whistler wave, as shown in Figure 5.23 the precipitation

driven by this portion of the trajectory of the wave packet is typically dominated by

the precipitation driven by the first hop. Consideration of multiple harmonic reso-

nances is also insufficient to produce a significant increase in precipitation flux, since

the first counterstreaming gyroresonance interaction is dominant as discussed in 5.2.2.

5.3 Summary and discussion

In this chapter we have described a numerical model designed to calculate the differ-

ential number flux of precipitating energetic radiation-belt electrons due to an MR

whistler wave initiated by a single cloud-ground lightning discharge.

The model first calculates the frequency-time (f−t) spectra of the MR whistler

along a particular L-shell at 1◦ latitude intervals using the ray tracing and inter-

polation algorithm described in Section 4.2 [Bortnik et al., 2003b]. By making the

assumption that the waves at different latitude bins are phase incoherent, we compute

the pitch angle changes [Bell, 1984] at every latitude bin, due to every f−t cell in each

spectrogram, for multiple harmonic resonance modes (including Landau resonance),

and a band of velocities centered on the resonant velocity. We then compile E− t

(Energy–time) tables at both the northern and southern feet of the particular field

line, and simply add the variances of the electron scattering into the appropriate bins,

based upon the energy of the resonant particles and arrival time at the ionosphere.

The tables are then convolved with two different particle distribution functions (a
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uniform distribution in L-shell with sharp pitch-angle dependence [Bell et al., 2002],

and an L-dependent distribution with a softer, sinusoidal pitch angle based on the

AE8 model [Vette, 1991]) both to allow for comparison with past work and to provide

more realistic predictions of global scattering due to MR whistlers.

A detailed comparison of the precipitated differential number flux at L=2.3 and

L = 3 has revealed an intense flux of Landau resonant particles at lower energies

(. 1 keV) that contribute little to the precipitated energy flux, together with dis-

crete swaths of higher energy particles resulting from gyroresonance interactions. In

both L-shells, the first order, counterstreaming gyroresonance was found to be the

dominant wave-particle interaction mechanism, due to a number of factors namely:

the counterstreaming particles interact with lower energy particles (which are more

abundant) than costreaming particles, the lower energy particles also move through

the wave slower and thus acquire a greater overall pitch-angle change than the higher

energy particles, and finally the RHCP wave component always carries greater power

than the LHCP component. An unexpected result was that the first precipitation

pulse at L=3 contained less energy than the second pulse (i.e., the first energy pulse

due to the counterstreaming interaction in the northern hemisphere c1, was smaller

than the second pulse in the southern hemisphere d2) suggesting that measurements

of LEP events with unusually long delays compared to those measured for the first

precipitation pulse [Johnson et al., 1999] could potentially be explained using this

mechanism.

We have generated and compared the ‘global’ precipitation signatures due to light-

ning discharges at λs =25◦, λs =35◦, λs =45◦, and λs =55◦. Our findings show that

generally precipitation swaths move from lower to higher L-shells on both short (∼0.1

sec) and long (∼10 sec) timescales, the first timescale corresponding to the outward

motion (to higher L-shell) of the whistler-mode ray paths as they propagate upward

on the first hop, and the second corresponding to the slow migration of MR whistler

wave energy to higher L-shells. For higher source discharge latitudes (λs = 45◦ and

55◦) a large precipitation maximum appeared in the northern hemisphere in the num-

ber flux plots, which was attributed to the strong longitudinal (Landau) resonance

between the whistler wave and the suprathermal particle population (in turn, also
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leading to strong damping of the wave). For λs = 55◦ there was evidence of plasma-

pause scattering and reflections which led to unexpected swaths of precipitation at

high L-shells. Midlatitude lightning discharges were shown to be most effective in

precipitating the total amount of particle energy (λs = 35◦) and number of electrons

(λs = 45◦). Turning to a geographic representation of the precipitated energy flux,

we saw that the affected ionospheric patch sizes were a few 100 kilometers in lateral

extent and at any given time were intense in either the northern or southern hemi-

sphere (depending on the propagation direction of the MR whistler wave at the time)

because of the dominant first-order counterstreaming gyroresonance.

The methodology presented in this work is believed to be the first of its kind,

allowing for a highly detailed characterization of the temporal, spatial, and spectral

signatures of the precipitation of energetic electrons into the loss cone, including the

effects of a range of harmonic resonance modes (m = –5 to 5), multiple magnetospheric

reflections, and wave power attenuation due to Landau damping. It has been verified

with excellent agreement, against the work of Lauben et al. [2001] (i.e., when we

use our model with the same initial conditions used by Lauben [1999]; not shown

here), which has itself been tested experimentally [Johnson et al., 1999]. As such, it

constitutes a new and promising tool for the analysis of the impact of lightning and

similar radiating structures (e.g., VLF transmitters or satellites-based transmitters)

upon the Earth’s electron radiation belts.



Chapter 6

Summary and conclusions

6.1 Summary

This dissertation has dealt with various aspects of lightning generated magnetospher-

ically reflected (MR) whistler waves, and in particular their propagation in the plas-

masphere and their pitch-angle scattering and precipitation of energetic radiation-belt

electrons via resonant interactions.

Chapter 1 outlined the aim and scope of this work, namely (i) the determination

of the L-shell distribution of MR whistler wave energy and precipitation, (ii) the

development of a technique to model the observed f−t spectra at any location in the

magnetosphere, and (iii) the development and application of a method to calculate

the detailed temporal and spatial precipitation signature of a complete lightning-

induced electron precipitation event, including (for the first time) the contributions

of the MR whistler components. The properties of MR whistlers were qualitatively

introduced, and then placed into perspective by considering the broad structure of

the magnetosphere, plasmasphere, and finally radiation belts. The present work

was placed into context by examining several related past studies, and the scientific

contributions of the present work were listed.

The common theoretical background of many of the succeeding chapters was pre-

sented in Chapter 2. This background included the lightning illumination model,

ray tracing methodology, and the quantities associated with ray tracing such as the
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refractive index, medium properties (plasmaspheric number density and geomagnetic

field models), and the implementation of this theory in the VLF ray tracing code. The

interaction of an oblique whistler wave with a mirroring energetic electron was dis-

cussed in light of the pertinent equations of motion, before finishing with an intuitive

picture of Landau damping.

Chapter 3 dealt with the interpretation of recent SAMPEX observations of ener-

getic electrons precipitating into the drift loss cone. For this purpose, we have used

the Stanford VLF ray tracing code (c.f. Section 2.3.4) together with a simple equation

estimating the precipitated flux, and have shown that the observed fluxes are consis-

tent with those expected due to MR whistlers. The sharp maximum was attributed

to whistler wave focusing by ionospheric horizontal density gradients, and the mul-

tiple peaks resulted from different lightning discharge locations displaced slightly in

longitude.

We then developed a ray tracing and interpolation algorithm to determine the

detailed f−t signature of the MR whistler as observed at any location in the magne-

tosphere, caused by a source lightning at any latitude on Earth, which was presented

in Chapter 4. The results of this model were verified against an observation made

by OGO 1, showing excellent agreement. Our technique involves effectively ray trac-

ing ∼120 million rays, and predicts absolute power levels incorporating the effects

of Landau damping. Different plasmaspheric electron density profiles were examined

showing that the MR whistler signature varies in such a way that the underlying

density profile structures could be identified by means of in-situ observations of MR

whistlers.

In Chapter 5 we used the technique developed in Chapter 4 to calculate f − t

spectra of an MR whistler at 1◦ latitude intervals along a certain L-shell. Using these

spectra as an approximation to the continuous spatial and temporal wave structure,

we developed a method of calculating the pitch angle changes of resonant energetic

electrons as they traversed the wave packet. By treating the scattering at each of

the 1◦ latitude bins as incoherent from the others, we have estimated the total pitch

angle changes of all resonant particles and convolved this with the initial distribution

to obtain the differential number flux at the ionosphere. Our simulations involved
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the first 20 seconds of the MR whistler wave driven precipitation, with frequency

components ranging from f = 200 Hz to 60 kHz, and involving harmonic resonance

modes −5 to 5, including the Landau (or longitudinal) resonance. Results reveal

that significant and measurable fluxes would be precipitated into the ionosphere,

with a periodicity commensurate with that of the underlying whistler magnetospheric

reflection period. The first counterstreaming gyroresonance was demonstrated to be

dominant in precipitating electrons, resulting in large intensities in the first energy

flux pulse in the northern hemisphere. Global views indicate a poleward-directed

motion of the perturbed ionospheric region, both on short (0.1 sec) and long (10 sec)

time scales, as well as large number fluxes of precipitated electrons of relatively low

energies (. 1 keV) at 2 < L < 3 due to longitudinal resonant interactions with the

higher frequency components (f > 4 kHz) injected at higher latitudes (λs = 45◦ and

55◦).

6.2 Discussion

The results presented in this work greatly improve current understanding of the

manner by which lightning-generated whistler waves propagate in and populate the

magnetosphere, and the resultant pitch-angle scattering and precipitation of ener-

getic electrons as the waves propagate, become magnetospherically reflecting, and

are eventually absorbed by the suprathermal plasma. These results have important

implications that are discussed below.

Following the analysis of Thorne and Horne [1994] who used suprathermal flux dis-

tributions obtained from the OGO 3 satellite [Schield and Frank, 1970], MR whistler

lifetimes were calculated to be only a few seconds long implying that such waves

would be damped too quickly to evolve into (and thereby constitute an embryonic

source for) plasmaspheric hiss or to produce any noticeable effect upon radiation-belt

precipitation and hence trapped particle lifetimes. However, in our work we use a

new and more extensive suprathermal particle distribution data set [Bell et al., 2002]

to show that MR whistlers typically persist for several to tens of seconds before being

significantly damped, and that they thus are an important potential contributor to
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radiation-belt loss processes. Moreover, the work of Draganov et al. [1992; 1993] and

Sonwalkar and Inan [1989] which suggests that MR whistler wave energy accumulates

and becomes incoherent after several seconds, constituting an embryonic source for

the so-called plasmaspheric ‘hiss’, once again seems viable in light of the long lifetimes

of MR whistlers, and deserves a careful reexamination.

In much of the past literature lightning induced electron precipitation (LEP)

events were interpreted on the basis of ducted whistler propagation, at times leading

to results which were inconclusive. For instance, Inan et al. [1989] modeled an LEP

event observed on the S81-1/SEEP satellite assuming ducted propagation, and while

many of the observed characteristics (e.g., temporal profile, and energy spectra) were

reproduced with the model, the whistler wave required an equatorial wave intensity

of Bw
eq ∼ 200 pT, highly atypical since observed peak wave intensities generally do

not exceed Bw
eq∼ 100 pT [Ibid]. In addition, even with the large wave intensity, the

observed pitch-angle distribution of the precipitation could not be accounted for, and

the spatial extent of the region over which the precipitation was observed (∼500 km)

was far larger than typical duct sizes at the low satellite altitudes. As was discussed

in Inan et al. [1989], and also Voss et al. [1984], it is quite possible that these pre-

cipitating electron bursts were scattered by nonducted whistler waves. Due to the

wideband nature of oblique whistler wave and distribution of wave normal angles,

many interactions are possible with the particle population along the field line, lead-

ing to broader pitch-angle distributions, and the larger wave power necessary for the

observed particle fluxes can possibly result from a focusing of the wave energy due to

ionospheric horizontal density gradients, as shown in Chapter 3.

Similar observations of other LEP bursts [Voss et al., 1998] show precipitation

signatures that also fit more comfortably when interpreted as driven by nonducted

whistlers, and in fact show a precipitated flux minimum in the energy range ∼10 to

∼ 80 keV, as predicted in our work, e.g., Figure 5.12. Since the precipitation pulse

driven by the first hop of the MR whistler is far more intense than subsequent pulses,

it can easily be misinterpreted to be driven by a single ducted whistler, particularly

since propagation times for ducted and nonducted whistlers in the range 2 < L < 3

are quite similar.
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There have been instances in the past when certain LEP signatures were observed

and did not fit any of the prevailing models of the time, which we now believe may

well have been examples of MR whistler driven precipitation. For instance Goldberg

et al. [1987] reported detailed studies of two LEP events, one of which fitted the

model of ducted propagation comfortably, and the other of which they attributed

to an ‘unidentified process’. Although the latter event was strongly correlated with

lightning, and the peak in precipitation occurred within the energy range 85 to 125

keV similar to other LEP events and to the ducted case, the observed energy range

of the precipitated flux was broader than could be explained on the basis of ducted

whistler wave-particle interactions, and the duration of the precipitation flux was also

longer – lasting for a few seconds, and containing oscillations that could not be ac-

counted for by ionospheric backscatter or any such previously invoked mechanism. In

view of our theoretical predictions, this event is quite likely the result of an oblique

whistler wave-particle interaction with the longer duration of the burst possibly rep-

resenting precipitation driven by the MR components. New interpretations of this

and other similar results in the same light could produce valuable further insights into

the mechanisms and effects of MR whistler-driven precipitation of energetic electrons.

In general, our results support the notion that wave energy originating in lightning

discharges could significantly contribute to the loss of trapped radiation-belt electrons,

specifically through the mechanism of oblique and MR whistlers as opposed to ducted

whistlers. This general idea was assessed by Abel and Thorne [1998a,b] who indeed

found that oblique whistler-mode waves could dominantly control radiation-belt life-

times of a few 100 keV particles in the range L∼2 to 3, together with contributions

from VLF transmitters. In this connection, we have shown in the course of our work

(not presented in the this dissertation, but discussed in Bortnik et al. [2003a]) that

the distribution of MR whistler wave energy tends to peak in the vicinity of the slot-

region (2.5<L<3) and is not uniform as assumed by Abel and Thorne [1998a,b], also

exhibiting frequency and wave normal variations that tend to decouple the precipi-

tated particle energy from any specific L-shell. We believe that revisiting the Abel and

Thorne [1998a,b] study in the light of the results presented in this work could reveal

a more dominant role of MR whistler waves in controlling radiation-belt lifetimes in
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the vicinity of the slot-region.

As discussed in Sections 1.3 and 5.2.5, our work is a direct extension to that of

Lauben [1999], who modeled the first hop of the MR whistler, considering only the

first counterstreaming gyroresonance interaction, retaining only the frequency com-

ponents below the ‘nose’ frequency, and using a simple trapped flux model with a

square pitch-angle distribution. Our results show that indeed the first hop of the MR

whistler and first counterstreaming gyroresonance interaction are dominant in the

pitch-angle scattering and precipitation of radiation-belt electrons, and confirm the

essential predictions of Lauben [1999], such as the time of arrival of the first precip-

itation pulse, and initial rapid poleward motion of the ionospheric region perturbed

by the precipitating electrons.

However, the precipitation flux level estimates reported by Lauben [1999] are a

factor of a few thousand higher than those obtained using our model. However, it

should be noted that the difference between our peak fluxes and those reported by

Lauben [1999] is not in any way due to a significant difference in the efficiency of the

wave-induced pitch-angle scattering process. Rather, the differences are simply due

to the different trapped flux distributions assumed in our two calculations. In this

connection, Lauben [1999] used a simple trapped flux model that generally predicts

fluxes that are larger than average AE8 fluxes (in the center of the inner belt) which

we use in our model. In addition, the simple, uniform trapped-flux model used in

Lauben [1999] neglects the region of decreased electrons fluxes (slot region), assuming

a uniform particle distribution throughout the entire inner magnetosphere, resulting

in significantly larger trapped particle fluxes compared to the AE8 model used in the

present work which includes the slot region. Since a large portion of MR whistlers

tend to propagate and settle in the region 2<L<3, and since the precipitated flux is

approximately proportional to the trapped flux, the differences between the two flux

models in this L-region leads to large differences in the intensity of the precipitated

flux. A third important difference between our model and that used by Lauben [1999]

is the fact that Lauben [1999] assumes a square pitch-angle distribution (as shown by

the red curve in the inset of Figure 5.9), as opposed to a more realistic, smoothly-

varying ‘sinusoidal’ distribution (blue curve of above figure) used in the present work.
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As shown by Inan et al. [1982; 1989] the precipitated flux is sensitively dependent on

the pitch-angle distribution near the loss-cone and can easily account for a factor of

∼ 100 difference between the two model results. An additional factor to consider is

the fact that Lauben [1999] does not take into account the effects of Landau damping

upon the wave. Such damping decreases the wave power of the oblique whistler during

its first hop, resulting in lower precipitation fluxes as found in the present work.

Besides providing longitude-integrated, L-dependent precipitation flux signatures

which have been successfully observed on the SAMPEX satellite [Blake et al., 2001]

our work shows that there are two distinct timescales of the poleward motion of the

ionospheric region perturbed by the precipitating flux.

The first timescale (∼0.1 sec) is related to the first hop of the MR whistler and was

previously identified and quantified by Lauben [1999]. In this case case the poleward

motion is caused by the differential time delay of the whistler ray paths in illuminating

higher L-shells (which are longer) as well as the differential time delay of electrons

traveling from their respective wave-particle interaction regions (typically near the

geomagnetic equator) to the ionosphere which increases with L-shell, again due to

the larger distance that the electrons need to travel.

The second timescale involved is much larger (∼ 10 sec), and is associated with

the tendency of each of the frequency components of the MR whistler wave to mag-

netospherically reflect many times and gradually migrate to and settle on frequency-

specific L-shells. Since the frequency components that propagate to the highest L-

shells are also typically the longest enduring, and for typical midlatitude locations

of source lightning discharges the resulting region of wave-particle interaction also

slowly moves to higher L-shells with precipitation occurring at higher latitudes in

later times.

Experimental evidence for rapid (within < 1 sec) poleward motion of the precip-

itation region caused by the differential time delay of the whistler-mode ray paths,

as well as its poleward displacement (with respect to the source latitude) due to the

general tendency of ray paths to move outward have been observed [Lauben et al.,

1999; Johnson et al., 1999]. Measurement of the larger scale poleward displacement

occurring over slower (many seconds) time scales has been recently realized using the
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subionospheric VLF method, where VLF signal perturbations occurring with onset

delays (with respect to the causative lightning discharge) and onset durations (rep-

resenting the continuing precipitation) of many seconds were observed [Inan, 2002;

Inan et al., 2004]. These measurements constitute the first observations in the bounce

loss-cone of precipitation induced by the magnetospherically reflected components of

nonducted whistlers launched by lightning discharges, since the previous observations

reported by Johnson et al. [1999] were specifically limited to precipitation induced by

the very first nonducted ray path during its first equatorial crossing, and before any

magnetospheric reflection, along the lines of the predictions of Lauben et al. [1999].

Also, while strong experimental evidence for precipitation driven by the MR compo-

nents is implied in the SAMPEX observations [Blake et al., 2001], these observations

are in the drift loss-cone and represent the accumulated sum of precipitation due to

many whistlers. The observation of individual events of MR whistler-driven precip-

itation reported by Inan [2002] and Inan et al. [2004] indicate that this relatively

weaker component of precipitation induced by whistler wave energy can be measured

and may facilitate quantitative studies of magnetospheric particle distributions and

more accurate estimates of loss rates for energetic electrons.

6.3 Suggestions for future work

In our work we have used initial lightning discharge parameters consistent with those

of cloud-to-ground strokes only, which account for approximately one quarter of all

observed discharges [Mackerras et al., 1998]. This was done because intracloud flashes

generally have much smaller peak current magnitudes associated with their discharges

than cloud-to-ground discharges, however they do have a more favorable radiation

pattern for effective coupling to the magnetosphere (over a certain frequency range).

Modeling of intracloud lightning can be easily incorporated into our code by simply

adjusting the initial magnitude and distribution (as a function of latitude) of wave

power of the sample rays as they are injected at 1000 km into the plasmasphere.

Such a model could determine to what degree the overall lightning-driven loss rate
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of radiation-belt electrons is affected by intracloud discharges, whether their precip-

itation signatures could be detected, and what their typical signature would be as a

function of energy and time.

The harmonic resonance modes included in this work were −5 to 5 based on pre-

vious work done by Abel and Thorne, [1998a]. However, as shown by Albert [1994],

for L & 3, it is necessary to include much higher order resonance modes, i.e., −100

to 100, in order to avoid underestimating the lifetime values by as much as a factor

of 5. Although the partial contribution to the precipitation driven by each successive

resonance mode becomes progressively smaller, inclusion of a large number of reso-

nance modes partially compensates for this trend. Future versions of our code should

incorporate the broader range of resonance modes in order to examine its effect on

the current estimates of total energetic electron precipitation.

To obtain a sense of the global effect of MR whistlers upon the radiation belts

it would be interesting to convolve our results of the precipitated energy and num-

ber fluxes with latitude dependent lightning occurrence rates (such as the one given

by e.g., Orville and Spencer [1979]), and a global lightning amplitude distribution.

Closely related is the question of the amplitude of MR whistlers injected by lightning

on the day side of the Earth. The present study, in keeping with past work [Lauben

et al., 2001] has focused on the night side of the Earth motivated by the fact that the

transionospheric collisional damping is ∼20 to 30 dB lower in the range 60–1500 km

(Fig. 3-35 of Helliwell [1965]) on the nightside. However, experimental evidence [Don

Carpenter, personal communication] seems to suggest that more powerful strokes

generate clearly observable subionospheric VLF signal perturbations even on the day

side, and this effect needs to be assessed in light of the resultant precipitation, and

effect on global radiation belt lifetimes.

To extend the study of radiation belt lifetimes even further, we suggest repeating

the analysis of the type made by Abel and Thorne [1998a,b] using our code over

a range of L-shells covering the inner magnetosphere, and examining the relative

importance of MR whistlers versus other wave types such as VLF transmitter signals,

plasmaspheric hiss, and power-line harmonic radiation.

Another suggestion for future work involves extending the present code to couple
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the various latitude ‘bins’ and include the non-linearity in the evaluation of the equa-

tions of motion of the electron in the oblique whistler wave packet. While we do not

believe that the resultant precipitation characteristics would be significantly affected,

such a code could be used to verify the results shown in the present work and assess

the degree to which our results may be affected with the inclusion of the nonlinearity.

A final suggestion for extension of our code deals with assessing the amplitude

variation of the rays along their ray paths more accurately. An initial step towards this

goal could be inclusion of the effects of linear wave growth calculated parametrically

(as was done with Landau damping) using the ‘hot plasma’ approximation, for a

range of resonance modes other than the m=0 resonance.

The bulk of the work presented in this thesis has been of a theoretical/modeling

nature, and an obvious extension to future efforts would be to experimentally test the

many predictions put forth herein. We discuss below several ideas for testing various

aspects of our model.

Firstly, the analysis hinges on the correct amplitude values of MR whistlers,

which need to be verified. This can be accomplished by correlating observed MR

whistler signatures (with amplitude information) aboard a satellite, with lightning

discharges whose peak return current is known (such information is commonly avail-

able in the United States from the National Lightning Detection Network – NLDN).

This experiment will not only test our model but many related issues dealing with

transionospheric propagation, role of horizontal ionospheric density gradients, and

coupling efficiency.

Secondly, given a number of satellite-based observations of MR whistlers (prefer-

ably with amplitude information included) of the type reported by Shklyar and Jiricek

[2000], future workers could search for evidence of energetic electron precipitation.

Such a search could include satellites measurements (ideally) with particle detec-

tors observing within the loss cone, or the observation of associated effects such as

ionospheric D-region disturbances of the type observed by Johnson et al. [1999] and

Inan et al. [2004]. The important step is to ensure that the measured precipitation is

indeed caused by an observed MR whistler, and hence the electron precipitation sig-

natures would be sought around the times of MR whistler wave observation, and with
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temporal signatures consistent with those predicted for MR whistler-induced precipi-

tation. The recent observations reported by Inan et al. [2004] of subionospheric VLF

signal perturbations with onset delays and durations of many seconds, were indeed

identified in this manner and interpreted as being due to the MR components of

nonducted whistlers.

We have included many observable precipitation signatures including differential

number flux, integrated energy and number fluxes at various L-shells and perturbed

ionospheric patches (together with their poleward motion as a function of time on

both short and long timescales) in geographic coordinates. Observation of any one

of these signatures (ideally the most detailed differential number flux) would be a

defining signature of precipitation induced by the MR components of a nonducted

whistler event, and could provide invaluable confirmation of the MR whistler scatter-

ing mechanism, as well as information on potential inadequacies of our model, and

additional factors which need to be included such as ionospheric or magnetospheric

structures, or more self-consistent code.

A final extension of our model which we have not focused on, but is nevertheless

equally valid and interesting, is the possibility of using MR whistler wave f−t signa-

tures to determine the properties of the medium through which the wave propagated.

This determination would involve an in situ measurement of the plasmaspheric elec-

tron density structures (e.g., such as CRRES data) together with the observation of

a number of MR whistler waves recorded with sufficient resolution to permit accurate

numerical modeling. While this problem has been attempted in the past with some

success [Edgar, 1972], the proliferation of cheap computing power makes computation

of several thousand potential density profiles both manageable and realistic. For this

purpose, wideband measurements of MR whistlers on a high altitude satellite are

needed, since these types of whistlers are not otherwise observable.



Appendix A

Derivations

A.1 Calculation of the precipitation flux of Section

3.2.2

We show the derivation of (3.1) describing the differential contribution to precipitation

from a given wave component at a given frequency. For convenience, (3.1) is repeated

below:

∆flux ∝ Bwv2

vres
z E3γ4

(A.1)

We begin by considering an empirical fit to an electron distribution function in

the energy range of interest (E > 150 keV), specified in E−α space. Distributions

of this form have been used previously [Chang and Inan, 1983a; Chang and Inan,

1985a], with the assumed energy dependence from Inan et al. [1985a] and Lauben et

al. [2001] given by:

f(E, α) = A
1

E3
g(α) (A.2)

where A is a normalizing constant, E is the electron energy, and g(α) is a function of

the pitch-angle α describing the anisotropy of the particle distribution. In the present

work we need to know g(α) only near the loss-cone, the inside of which is taken to
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be empty. For this purpose we assume:

g(α ≥ αlc) = 1 (A.3)

g(α < αlc) = 0 (A.4)

Following an interaction with the wave, the distribution function is perturbed

from its initial state. The resonant particles at the edge of the loss-cone scatter into

the loss-cone, i.e., those particles whose velocity parallel to the B-field (vz) matches

the resonance velocity (vres
z ), i.e., v=vres

z where

vres
z =

ωH/γ − ω

kz

(A.5)

where ωH and ω are the gyrofrequency and the wave frequency respectively, kz is the

component of the wave-number (k) parallel to the B-field, and γ =(1− v2/c2)−1/2 is

the relativistic Lorentz factor. The configuration of the pitch angles of the resonant

particles following the interaction is sinusoidal as a function of initial Larmor phase

as shown in Inan [1977] and Figure 5.8a, with half of the initially trapped particles

scattering into the loss-cone (assuming that the portion of scattered particles pre-

cipitated into the loss cone is directly proportional to ∆αmax). The portion of the

electron distribution function inside the loss-cone is then given as:

flc ∝ A
1

E3
∆αmax (A.6)

evaluated at E = Eres where Eres is determined from vres
z and αlc. Expanding the

change in pitch angle ∆α into a Taylor series and retaining only the first term (under

the assumption that ∆α is small – as is well known based on past work [Inan et al.,

1989]), gives:

∆αmax ' ∂α

∂t
∆t (A.7)

where ∆t is the interaction time, given approximately as:

∆t ' li
vres

z

(A.8)



APPENDIX A. DERIVATIONS 178

and li is the interaction length, i.e., the distance over which the resonant particle

stays in resonance with the wave, given by Inan [1987] as:

li '
[
16πvres

z L2R2
E

9ωeq
H

]1/3

(A.9)

Typically li∼2000 km for L=2, and it can be shown that this term stays constant

within a factor of ∼2 over the range of L-shells that we are concerned with. We thus

treat it as a constant and assert that to first order ∆t ∝ 1/vres
z .

Based on the derivation [Bell, 1984] of the differential equations (2.24)–(2.25) gov-

erning the trajectory of a particle that encounters an obliquely propagating, coherent

whistler wave with slowly varying amplitude, frequency and wave-number (assump-

tions well suited to our present analysis) in the magnetosphere, ∂α/∂t can be shown

to be proportional to the wave magnetic field amplitude as follows:

∂α

∂t
∝ Bw

mγ
(A.10)

Combining (A.6)–(A.10) we obtain a crude model for the behavior of the distrib-

ution function in the loss-cone:

flc ∝ 1

E3

Bw

mγ

1

vres
z

(A.11)

Finally, we convert to a flux value using the relativistic formulation described by

Chang [1983] which is repeated here for convenience. From conservation of particles,

the flux Φ is related to the distribution function f using the equation:

Φ dAdΩ dE dt = f(E, α)v2 dv dΩ vdt dA (A.12)

We can also relate dE and dv as follows:

dE = d

[
mc2

(
1√

1− v2/c2
− 1

)]
=

mc2

(1− v2/c2)3/2

vdv

c2
= mc2γ3vdv

c2
(A.13)
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Combining (A.12) and (A.13) gives:

Φ = f(E, α)v2/mγ3 (A.14)

which allows us to write (A.11) in terms of flux as

∆flux ∝ Bwv2

E3vres
z γ4

giving (3.1) as in the text. Note also that all the constants in the expression (such as

rest mass, numeric constants, etc.) have been incorporated into the proportionality

sign.

A.2 Analytical evaluation of (2.26)

As shown in Section 5.1.2, the equation describing the rate of change of the pitch-

angle of the resonant particle (2.26) is divided into three parts: T1, T2, and T3.

The term T3 describes the adiabatic motion of the particle and is neglected in the

calculation since it does not change the equatorial pitch angle. The factor T2 varies

slowly in the integration interval and is assumed to be constant, evaluated in the

center of the integration interval λi. The factor T2 varies rapidly in the integration

interval, thereby controlling the efficiency of the wave-particle interaction. In this

section, we discuss the integration of the factor T2.

Using (2.27) we write:

η̇ =
mωH

γ
− ω − kzvz

≈ m

γ

[
ωH0 +

∂ωH

∂z

(
z − ∆z

2

)]
− ω − kz

[
vz0 +

∂vz

∂z

(
z − ∆z

2

)] (A.15)

where we have expanded ωH and vz to first order around the center of the integration

interval (i.e., at ∆z/2), the subscript “0” refers to the value of the quantity at ∆z/2,
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and the derivatives ∂ωH/∂z, ∂vz/∂z are evaluated at ∆z/2. The quantity kz is ob-

tained from the ray tracing simulation described in 4.2.4, and is taken to be constant

in the integration interval since we do not have a simple analytical expression for its

variation along z. In order to perform the integration of η̇ we change the variable of

integration from time to distance along the field line z, and expand ωH to first order,

giving:

η =

∫ z

0

η̇
dz

vz

=

∫ z

0

{
m

γ

[
ωH0 +

∂ωH

∂z

(
z − ∆z

2

)]
− ω − kzvz

}
dz

vz

=

∫ z

0

{
mωH0

γvz

+
m

γvz

∂ωH

∂z

(
z − ∆z

2

)
− ω

vz

− kz

}
dz

(A.16)

where we initially used the unexpanded value of vz so as to cancel with the newly

introduced vz in the denominator. Expanding vz to first order as above, inverting,

and applying the binomial approximation gives:

vz = vz0 +
∂vz

∂z

(
z − ∆z

2

)

1

vz

=
1

vz0 +
∂vz

∂z

(
z − ∆z

2

) =
1

v∗z0

1(
1 +

1

v∗z0

∂vz

∂z
z

) =
1

v∗z0

(
1− 1

v∗z0

∂vz

∂z
z

)
(A.17)

where

v∗z0 = vz0 − ∂vz

∂z

∆z

2

We use (A.17) in (A.16), eliminate second order terms arising from the second

term of A.16 and regroup to give:
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η =

∫ z

0

A0︷ ︸︸ ︷[
mωH0

γv∗z0

− m

γv∗z0

∂ωH

∂z

∆z

2

ω

v∗z0

kz

]
+ . . .

z

[
− mωH0

γ(v∗z0)
2

∂vz

∂z
+

m

γv∗z0

∂ωH

∂z

(
1 +

∆z

2v∗z0

)
+

ω

(v∗z0)
2

∂vz

∂z

]

︸ ︷︷ ︸
A1

dz

=
(
A0z + 1

2
A1z

2
) ∣∣∣

z

0
= A0z + 1

2
A1z

2

(A.18)

At the magnetic equator, the first order derivatives ∂ωH/∂z =∂vz/∂z =0 and we

need to treat this case separately as shown in (A.27). Using this expression for η we

now return to (2.26) which we write as:

∂α

∂t
= T1 sin(η + η0) (A.19)

where η0 is the integration constant and represents the initial phase angle between

the wave and particle. To obtain ∆α we integrate (A.19), changing the variable of

integration from time to distance (along the field line) as above, giving:

∆α =

∫ ∆t

0

∂α

∂t
dt

=

∫ ∆z

0

∂α

∂t

dz

vz0

=
T1

vz0

∫ ∆z

0

sin(η + η0)dz

(A.20)

We have used the zeroth order expansion of vz because the integrand varies much

faster than the first order expansion and does not contribute significantly to the

integration.

The final pitch angle change of a particle ∆α depends strongly on η0. However

as shown by Inan [1977], if the interaction is assumed to be linear, then ∆α for a set

of gyrotropic particles is a simple sinusoidal function of η0. This dependence implies

that we do not need to calculate the pitch angle change for each η0 explicitly but

instead only need to determine a measure of the spreading (amplitude) of the sine

function, reducing the number of equations for the gyrotropic distribution to one. For
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this purpose we use the root-mean-square (rms) value derived as follows:

(∆α)2 =

(
T1

vz0

)2 [∫ ∆z

0

sin(η + η0) dz

]2

(
T1

vz0

)2 [∫ ∆z

0

sin η cos η0 + cos η sin η0 dz

]2

(
T1

vz0

)2 [
cos η0

∫ ∆z

0

sin η dz + sin η0

∫ ∆z

0

cos η dz

]2

(
T1

vz0

)2
[
cos2 η0

(∫ ∆z

0

sin η dz

)2

+ sin2 η0

(∫ ∆z

0

cos η dz

)2

+ sin 2η0

∫ ∆z

0

sin η dz

∫ ∆z

0

cos η dz′
]

(A.21)

We average over η0 to get:

∆αrms =

√
1

2π

∫ 2π

0

(∆α)2 dη0

=
1√
2

∣∣∣∣
T1

vz0

∣∣∣∣

√(∫ ∆z

0

sin η dz

)2

+

(∫ ∆z

0

cos η dz

)2
(A.22)

We are thus left with the task of evaluating
∫ ∆z

0
sin η dz and

∫ ∆z

0
cos η dz. Ex-

panding using (A.18) we get:

∫ ∆z

0

sin η dz =

∫ ∆z

0

sin

(
1

2
A1z

2 + A0z

)
dz

=

√
π

A1

[
cos

(
A2

0

2A1

)
Fs

(
A0 + A1∆z√

πA1

)
− sin

(
A2

0

2A1

)
Fc

(
A0 + A1∆z√

πA1

)] (A.23)

where Fs and Fc are Fresnel sine and cosine integrals respectively, defined as:

Fs(x) =

∫ x

0

sin
(π

2
t2

)
dt =

(π

2

) x3

3 · 1!
−

(π

2

)3 x7

7 · 3!
+

(π

2

)5 x11

11 · 5!
− . . .

Fc(x) =

∫ x

0

cos
(π

2
t2

)
dt = x−

(π

2

)2 x5

5 · 2!
+

(π

2

)4 x9

9 · 4!
− . . .

(A.24)
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Similarly:

∫ ∆z

0

cos η dz =

∫ ∆z

0

cos(
1

2
A1z

2 + A0z) dz

=

√
π

A1

[
cos

(
A2

0

2A1

)
Fc

(
A0 + A1∆z√

πA1

)
− sin

(
A2

0

2A1

)
Fs

(
A0 + A1∆z√

πA1

)] (A.25)

Inserting (A.23) and (A.25) into (A.22), expanding and simplifying gives the final

expression:

∆αrms =

√
π

2A1

∣∣∣∣
T1

vz0

∣∣∣∣

√
F 2

c

(
A0 + A1∆z√

πA1

)
− F 2

s

(
A0 + A1∆z√

πA1

)
(A.26)

Equation (A.26) is valid everywhere except at the magnetic equator, when the

resonance condition is exactly satisfied [i.e., (2.27) is identically zero]. To treat this

situation, we return to (A.22) and examine each of the integrals in turn. At the

magnetic equator ∂ωH/∂z = ∂vz/∂z = 0 and η̇ becomes a constant (to first order)

given by:

η̇ =
mωH0

γ
− ω − kzvz0 = η̇1 (A.27)

and the integrals in (A.26) can be written:

∫ ∆z

0

sin η dz =

∫ ∆z

0

sin (η̇1z) dz =
−1

η̇1

cos(η̇1z)

∣∣∣∣
∆z

0

=
−1

η̇1

cos(η̇1∆z)−
(−1

η̇1

)

=
1

η̇1

[1− cos(η̇1∆z)]

(A.28)

and similarly:

∫ ∆z

0

cos η dz =

∫ ∆z

0

cos (η̇1z) dz =
1

η̇1

sin(η̇1z)

∣∣∣∣
∆z

0

=
1

η̇1

sin(η̇1∆z)

(A.29)
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We now insert (A.28) and (A.29) into (A.22) and simplify, giving:

∆αrms =
1√
2

∣∣∣∣
T1

vz0

∣∣∣∣

√(∫ ∆z

0

sin η dz

)2

+

(∫ ∆z

0

cos η dz

)2

=
1√
2

∣∣∣∣
T1

vz0

∣∣∣∣

√
2

(
1

η̇1

)2

[1− cos(η̇1∆z)]

(A.30)

We now use the Taylor expansion:

cos(x) ' 1− x2

2
+

x4

4!
− x6

6!
. . .

and assume that η̇1 ¿ 1 (since we are at, or very near resonance), and retain only

up to the second term in the expansion, giving:

∆αrms =
1√
2

∣∣∣∣
T1

vz0

∣∣∣∣

√
2

(
1

η̇1

)2

[1− cos(η̇1∆z)]

=
1√
2

∣∣∣∣
T1

vz0

∣∣∣∣

√
2

(
1

η̇1

)2 {
1−

[
1− (η̇1∆z)2

2

]}

=
1√
2

∣∣∣∣
T1

vz0

∣∣∣∣

√
2

(
1

η̇1

)2 [
(η̇1)2(∆z)2

2

]

=
∆z√

2

∣∣∣∣
T1

vz0

∣∣∣∣

(A.31)

For small (but non-zero) values of η̇1 at the geomagnetic equator, equations (A.26)

and (A.31) give very similar results, which converge as η̇1→ 0. However, since both

the numerator and denominator of (A.26) tend to zero as η̇1→0, when η̇1 =0, (A.26)

gives results that are invalid, and only (A.31) must be used.
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